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Abstract Least squares (LS) with Gauss-Newton method is the most widely used approach to estimate the 
parameters of nonlinear regression models. In the presence of outliers, even one single unusual value may 
have a large effect on the parameter estimates. This paper aims to introduce some popular robust nonlinear 
techniques that commonly used as a better alternative method to the classical least squares. This includes 
M-estimator and MM. In addition, the target is to compare their practical performance under a variety of 
circumstances such as sample size, percentage of outliers and model formula. Results of Monte Carlo 
simulations and real data example using R software, indicated that the best performance has been achieved 

by MM followed by M estimator for all possible percentages of outliers (10%, 20%, 30%, 40%) as well as all 

sample sizes (n=50, n=100, and n=150). Moreover, results approved that the LS estimator remains the best 
when there is no outlier in data. 
Keywords: robust estimator, nonlinear model, outliers, M-estimator, MM-estimator. 
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1. Introduction 
 Nonlinear regression is one of the most popular 
and widely used models in analyzing the effect of 
explanatory variables on a response variable when 
the underling regression function is nonlinear. It 

has many applications in scientific research such 
as in dose response studies conducted in 

agricultural sciences, toxicology and other 
biological sciences; see [1] and [2]. With the 
presence of outliers in the data, the ordinary least 
squares LS method provides misleading values for 
the parameters of the nonlinear regression, and 
predictions may no longer be reliable, see [3]. 
Outliers are those observations that deviate 
markedly from other members of the observations 
or data points which are unusually large or small 
from the majority of the observations. They are 
also called the abnormal data. Outliers can arise 
due to measurement or recording error, natural 
variation of the underlying distribution, or a 
sudden alteration in the operating system. One 
disadvantages of nonlinear least square with 
Gauss-Newton method method is its sensitivity to 

the presence of even few outlying observations. As 
a result, the errors in the process of prediction 
and estimating as they amplify the variance of 
errors, leading to extended the length of 

confidence interval and reduced estimation 
efficiency. The proposed solutions for estimating 

the parameters of the nonlinear regression model 
in the presence of outliers is the use of robust 
estimators rather than the method of nonlinear 
least squares. In statistical literature, most of the 
robust linear regression techniques are 
successfully adopted for nonlinear setting, such 
as M-estimator, MM-estimator, Least Median of 
Squares (LMS), Least Trimmed Squares (LTS), See 
[4], [5], [7], [8] and [9]. So much comparisons had 
been conducted to compare the robust estimators 
in linear regression, see for example [10], [11], and 
[12]. However, Little work has been done in 
nonlinear regression. Hence, such simulation 
comparisons in nonlinear regression are required. 
This work shall contribute in presenting new 
simulation results to determine which robust 
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estimator should be used when outliers are 

existing in data. To the best of the authors 
knowledge there is no practical comparison 
between M- estimator and MM- estimator. 
The remainder of this paper is organized as 
follows: Section 2 gives a brief review to the 
Gauss- Newton Method, M-estimator, and MM-
estimator. In section 3, simulation study and real 
data applications are present. Conclusions are 
drawn in section 4. 
 

2. Methods and Models 
This section is devoted to introduce brief 
theoretical descriptions of Gauss-Newton method 
for classical LS, M-estimator and MM-estimator. 

2.1 The Gauss - Newton Method  
A nonlinear regression model can be written as 

𝑦𝑖 = 𝑓(𝑥𝑖 , 𝜃) + 𝜀𝑖        , 𝑖 = 1, . . . , 𝑛                 (1) 
Where y is the dependent variable, f  is  a 

nonlinear function of the parameter 𝜃., 𝑥𝑖 is a 
vector of associated regressor variables for the ith 
observation . The error term, ε   is assumed to be  

independent with constant variance, and usually 

that ε~N(0, σ2) .  To estimate the parameters of (1) 
using the Gauss – Newton method, a Taylor series 
expansion is used to approximate the nonlinear 
regression model with linear terms and then 
employs ordinary least squares to estimate the 
unknown parameters. The Gauss – Newton 
method begins with initial values for the 
regression parameters 𝜃0, 𝜃1, …… , 𝜃𝑝 denoted by 

𝜃(0), where the superscript in parentheses denotes 

the iteration number.  Once the starting values for 
the parameters have been chosen, the mean 
responses 𝑓(𝑋; 𝜃) is approximated for the n cases 

by the linear terms in the Taylor series expansion 

around the starting values 𝜃𝑘
(0)

 , such as: 

𝑓(𝑥𝑖 , 𝜃) ≈ 𝑓(𝑥𝑖 , 𝜃
(0)) 

+∑[
𝜕𝑓(𝑥𝑖 , 𝜃)

𝜕𝜃𝑘
]
𝜃=𝜃(0)

(𝜃𝑘 − 𝜃𝑘
(0)
)               (2)

𝑝

𝑘=0

 

where          𝜃 = (𝜃0, 𝜃1, …… , 𝜃𝑝)
′, 𝜃(0)

= (𝜃0
(0)
, 𝜃1

(0)
, …… , 𝜃𝑝

(0)
)′

Note that 𝜃(0) is the vector of the parameter 

starting values. 
 Let  

𝑓𝑖
(0)
= 𝑓(𝑥𝑖 , 𝜃

(0)) 

𝛽𝑘
(0)
= 𝜃𝑘 − 𝜃𝑘

(0)
 

𝐹𝑖𝑘
(0)
= [

𝜕𝑓(𝑥𝑖 , 𝜃)

𝜕𝜃𝑘
]
𝜃=𝜃(0)

 

The Taylor approximation (2) becomes in this 
notation: 

𝑓(𝑥𝑖 , 𝜃) ≈ 𝑓𝑖
(0)
+∑𝐹𝑖𝑘

(0)

𝑝

𝑘=0

𝛽𝑘
(0)

 

And an approximation to the nonlinear regression 
model (1) is: 

𝑌𝑖 ≈ 𝑓𝑖
(0)
+∑𝐹𝑖𝑘

(0)

𝑝

𝑘=0

𝛽𝑘
(0)
+ 𝜀𝑖                         

𝑌𝑖
(0)
≈ ∑𝐹𝑖𝑘

(0)

𝑝

𝑘=0

𝛽𝑘
(0)
+ 𝜀𝑖                            (3)  

  where: 

𝑌𝑖
(0)
= 𝑌𝑖 − 𝑓𝑖

(0)
 

The responses 𝑌𝑖
(0)

  are residuals. The x variables 

observations 𝐹𝑖𝑘
(0)

 are the partial derivatives of the 

mean response evaluated for each of the n cases 
with the parameters replaced by the starting 

estimates. Each regression coefficient 𝛽𝑘
(0)

 

represents the difference between the true 
regression parameter and the initial estimate of 
the parameter. The linear regression model 
approximation (3) in matrix form can be written as 
follows: 

𝑌(0) ≈ 𝐹(0)𝛽(0) + 𝜀                                  (4)
Where 

𝑌𝑛×1
(0)

=

[
 
 
 𝑌1 − 𝑓1

(0)

⋮
⋮

𝑌𝑛 − 𝑓𝑛
(0)
]
 
 
 

, 

   𝐹𝑛×(𝑝+1) =

[
 
 
 
 𝐹10

(0)
⋯ 𝐹1𝑝

(0)

⋮
⋮

⋮
⋮
⋮

𝐹𝑛0
(0)

⋯ 𝐹𝑛𝑝
(0)
]
 
 
 
 

 

, 𝛽(𝑝+1)×1
(0)

=

[
 
 
 
 𝛽0

(0)

⋮
⋮

𝛽𝑝
(0)
]
 
 
 
 

,                                     

              𝜀𝑛×1 = [

𝜀1
⋮
⋮
𝜀𝑛

] 

Therefore,  by ordinary least squares we can 

estimate the parameters 𝛽(0): 

𝑏(0) = (𝐹(0)
′
𝐹(0))−1𝐹(0)

′
𝑌(0)                      (5)

Where 𝑏(0) is the vector of the least squares 

estimated regression coefficients. In matrix form, 
we represent the revision process as follows: 

𝜃(1) = 𝜃(0) + 𝑏(0)                                
At the end of the first iteration, the revised 

estimated regression coefficients are 𝜃(1), and 

least squares criterion measure evaluated at this 

stage, now denoted by 𝑆𝑆𝐸(1), is : 

𝑆𝑆𝐸(1) =∑[𝑌𝑖 − 𝑓(𝑥𝑖 , 𝜃
(1))]

2
=∑(𝑌𝑖 − 𝑓𝑖

(1)
)
2

𝑛

𝑖=1

               

𝑛

𝑖=1

If the Gauss – Newton method is working 

effectively in the first iteration, 𝑆𝑆𝐸(1) should be 

smaller than 𝑆𝑆𝐸(0) . The iterative process is 

continued until the differences between 
successive coefficient estimate becomes negligible. 
However, The Gauss – Newton method works 
effectively in many nonlinear regression 

applications. In some instances, the method may 
require numerous iterations before converging, 
and in a few cases it may not converge at all. See 
[1] and [2]. 

2.2 The M-Estimator 
The “M” in the term “M-estimator” stands for 
maximum-likelihood-type estimator [3]. This 
name stems from the fact that an M-estimator can 
be loosely interpreted as a maximum-likelihood 
estimator, albeit for an unknown, non-Gaussian 
model. To cope with the problem of outliers, 
Huber [3] introduced a class of the so-called M-
estimators, in which the sum of function 𝜌 of the 

residuals is minimized.  The estimated vector of 

the parameters �̂�𝑀 estimated by an M-estimator is 

given by  
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�̂�𝑀 = arg𝑚𝑖𝑛𝛽∑ 𝜌(
𝑟𝑖
𝜎
)

𝑛

𝑖=1
                    (6 ) 

 A popular choice for 𝜎 is the median absolute 

deviation  
𝜎 = 𝑚𝑒𝑑𝑖𝑎𝑛|𝑟𝑖 −𝑚𝑒𝑑𝑖𝑎𝑛(𝑟𝑖)|/0.6745 

Function 𝜌(.) must be even, nondecreasing for 
positive values, and less increasing than the 
square. However,  it is simpler to differentiate 𝜌  

with respect to 𝛽 and solve for the root of the 
derivative. When this differentiation is applicable, 
the M-estimator is said to be of 𝜓-type. Let 𝜓 = 𝜌′ 
be the derivative of 𝜌, and define weights such as 

𝑤𝑖 = 𝜓(
𝑟𝑖

𝜎
)/𝑟𝑖, the estimates �̂�𝑀 is obtained by 

solving the system of equations: 

∑ 𝑤𝑖
2𝑟𝑖

2 = 0  
𝑛

𝑖=1
 

It is obvious that the coefficients are dependent 
upon the weights. Hence, to solve for M-

estimators an iteratively reweighted least squares 
(IRLS) algorithm is employed with some initial 

estimates �̂�(0), at each iteration t until it 

converges. For Objective Function. Several 𝜌 

functions can be used. 
such as bisquare function defined as 

ρ(𝑧𝑖) =

{
 
 

 
 𝑐

2

6
(1 − [1 − (

𝑧𝑖
𝑐
)
2

]
3

)         𝑖𝑓 |𝑧𝑖| ≤ 𝑐

𝑐2

6
                                               𝑖𝑓|𝑧𝑖| > 𝑐

 

where c is a tuning constant and 𝑧𝑖 =
𝑟𝑖

𝜎
. The 

corresponding 𝜓(𝑧𝑖) function is  

𝜓(𝑧𝑖) = {
𝑧𝑖 [1 − (

𝑧𝑖
𝑐
)
2

]
2

                     𝑖𝑓 |𝑧𝑖| ≤ 𝑐

0                                               𝑖𝑓|𝑧𝑖| > 𝑐

 

The tuning constant is generally chosen to give 
reasonably high efficiency in normal case; in 

particular 𝑐 = 4.685 produces a 95% efficiency 
when the errors are normal, while guaranteeing 
resistance to contamination of up to 10% of 
outlier. For more details, see [6]. 

2.3 The MM-Estimator 
The “MM” in the term “MM-estimator” stands for 
the two stage maximum-likelihood estimator. The 
MM- estimator by [7] introduces the multi-stage 
estimator (MM-estimator). It is a combination of 
high breakdown and high efficiency. It can be 
obtained using a three-stage procedure. At first 

stage, an initial consistent estimate �̂�0 with high 

breakdown point with possibly low normal 
efficiency is obtained. Yohai [7] suggests using the 
S-estimator for this stage. In the second stage, a 

robust M-estimator of scale parameter �̂� of the 

residuals based on the initial value is calculated. 

In the third stage, an M-estimator �̂�  starting at �̂�0  
is obtained. Huber or bi-square functions is 

typically used as the initial estimate �̂�0. Let 𝜌0(𝑟) =

𝜌1 (
𝑟

𝑘0
) , 𝜌(𝑟) = 𝜌1 (

𝑟

𝑘1
), and assume that each of the 

𝜌𝑖 functions is bounded, 𝑖 = 0 and 1. The scale 

estimate �̂� satisfies the following equation: 
1

𝑛
∑ ρ0 (

𝑦𝑖 − 𝑓(𝑥𝑖 , 𝜃)

�̂�
)

𝑛

𝑖=1
= 0.5 

where 𝑘0 = 1.56 when the 𝜌 function is biweight. In 
this case the estimator has the asymptotic 
breakdown point (𝐵𝑃 = 0.5).  
 

3. Results and Discussion 
In this section we summarize and discus the 
numerical results from simulation study and real 
life data. 

3.1 Simulations setup 
Simulation is a technique for guiding the 
experiments of a model. Compared with analytical 
methods, simulation is easily understandable and 
highly realistic. In this study, all computations 
and graphics were carried out using the software 
package R. 

3.1.1 Models  
        Michaelis-Menten Model 
Michaelis-Menten model, used by [13] and [14], 
expresses the reaction velocity as a function of 
concentration of substrate as 

𝑦𝑖 =
𝛽0𝑥𝑖
𝛽1 + 𝑥𝑖

+ 𝜀𝑖                      

Where response variable 𝑦𝑖 is velocity and 

predictor variable 𝑥𝑖 is substrate; the parameter is 
𝛽0 the maximum reaction velocity and 𝛽1 denotes 

concentration of substrate. In this simulation the 
true parameter values are chosen to be  𝛽0 = 5 

and  𝛽1 = 1 as in [ 15]. However, different true 
parameters are possible as long as convergence 
occurs in optimization process.

       Exponential Model 
It is a two parameter model given by the following 
relationship 

𝑦𝑖 = 𝛽0 𝑒
𝛽1𝑥𝑖 + 𝜀𝑖                                               

Where 𝛽0 , 𝛽1 are parameters, x is independent 

predictor, y response predictor, ε is random 
variable. Where 𝛽0 = 0.2, 𝛽1 = 0.3 are the true 

parameters (these values have been chosen 
arbitrary with the advantage of fast computations 
and the convergence occurs very quickly ) 

       Logistic Model 
It is a three parameter model given by the 
following relationship 

𝑦𝑖 =  
𝛽0

1 + 𝑒(𝛽1− log(𝑥𝑖)/𝛽2)
 + 𝜀𝑖                      

with 𝛽0 = 5, 𝛽1 = 1, 𝛽2 = 0.6 . These values have 
been chosen arbitrary as in nlr package 

3.1.2 Data generation 
The contaminated normal distribution a simple 
useful distribution that can be used to simulate 
outliers [14]. For each model the explanatory x is 

chosen uniformly within the range (1,10). We 
control the outlier percentage through the outlier 
generating model by [14] such as: 

𝜀 ∶  (1 − 𝜏)𝑁(𝜇1, 𝜎1
2) + (𝜏)𝑁(𝜇2, 𝜎2

2) . 
Where the proportion (1 − 𝜏)% refers to the 
percentage of non-outlier data, while the 

proportion 𝜏% refers to percentage of outliers . For 
each sample size, 500 random data are generated 

with 𝜇1 = 0, 𝜎1
2 = 10, 𝜇2 = 0, 𝜎2

2 = 0.2. See appendix 
for how to generate data and perform simulation. 

 
3.1.3 Comparison criterion 
The mean squared errors (MSE) is used as a 

comparison criterion. The mean squared error is 
estimated by 

                  𝑀𝑆𝐸 =
∑ (�̂�𝑖−𝑓)

2𝑚
𝑖=1

𝑚
 

where 𝑓𝑖 is fitted values and 𝑓 the true function 

with m=500 (replication number for each model). 
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Having examined Tables 1 to 3 carefully, we have 

noted many important features: The best 
performance has been achieved by the OLS-
estimator when there are no outliers in the 
simulated data (0%) for all possible of sample 
sizes (n=50, n=100, n=150) as well as for the three 
different models. An interesting feature to note is 
that the performance of the OLS estimator is the 
worst one for all possible percentages of outliers 
(10%, 20%, 30%, 40%) as well as all possible of 
sample sizes (n=50, n=100, and n=150) with the 
three different models. For all possible of 

percentages of outliers (10%, 20%, 30%, 40%) the 
robust MM-estimator outperforms the M-
estimator, and they are both are superior to the 
OLS estimator in all cases.  
 

Table 1: Simulation results for first model with 

sample sizes (n=50,100,150) and outlier 
percentages (0%, 10%, 20%, 30% ,40%). 

n  0% 10% 20% 30% 40% 

50 

OLS 0.0053 0.742 0.0652 1.17 0.438 

M 0.006 0.00287 0.00346 0.0281 0.0139 
MM 0.00571 0.00488 0.00154 0.0019 0.00689 

 OLS 0.00062 0.46703 0.216 0.474 0.904 
100 M 0.00105 0.00411 0.00641 0.0537 0.0211 

 MM 0.00114 0.00124 0.00278 0.011 0.0119 
 OLS 0.0013 0.12 0.384 0.0406 0.0812 

150 M 0.00143 0.00077 0.00241 0.00035 0.00119 
 MM 0.0016 0.0011 0.00056 0.00093 0.0302 

 

Table 2: Simulation results for second model 
with sample sizes (n=50,100,150) and outlier 
percentages (0%, 10%, 20%, 30% ,40%). 

n  0% 10% 20% 30% 40% 

50 
OLS 0.00073 0.11074 4.11536 3.27919 0.39553 
M 0.00163 0.01101 0.01088 0.05132 0.00185 

MM 0.00265 0.00563 0.00056 0.00142 0.00189 
 OLS 0.00242 0.35308 0.01755 0.30446 0.33077 

100 M 0.0028 0.00051 0.00117 0.0087 0.01975 
 MM 0.00282 0.00091 0.00034 0.00164 0.00095 
 OLS 0.00179 0.16295 0.09501 0.04144 0.17088 

150 M 0.00223 0.00023 0.0016 0.00358 0.01206 

 MM 0.0023 0.00051 0.00065 0.00053 0.00046 

 
Table 3: Simulation results for third model 
with sample sizes (n=50,100,150) and outlier 
percentages (0%, 10%, 20%, 30% ,40%). 

n  0% 10% 20% 30% 40% 

50 
OLS 0.00332 0.458 0.823 3.94 2.06 
M 0.00451 0.00172 0.232 0.347 1.34 

MM 0.00462 0.0026 0.019 0.0806 0.0344 

 OLS 0.00295 0.305 0.136 0.897 1.56 
100 M 0.00423 0.00346 0.00248 0.179 0.133 

 MM 0.004 0.00025 0.0182 0.0648 0.165 
 OLS 0.00142 1.08 0.227 0.759 1.31 

150 M 0.00164 0.00415 0.0459 0.223 0.0412 
 MM 0.0017 0.00175 0.0071 0.414 0.455 

 

3.2 Real data application 
The purpose of real data application is to find out 
whether the same conclusion drawn from 
simulation experiments would be in practical 
situations. For this, we apply the LS and the two 
robust estimators to Drug Concentration using 

Michaelis-Menten model. The source of this data 
is [16]. One can get the data from R package 
through the command data("DrugKenakin") using 
nlr Library.  In this data, observation 5 has an 
outlier in the response direction. Hence, as long 

as there is an outlier, it could be a good example 

to illustrate the differences in performance of the 
three methods. Having examined the results in 
Table 4, it is obvious that the best performance is 
observed by MM-estimator followed by M-
estimator. In other words, the MM-estimator 
outperforms both M-estimator and classical least 
square. This remark comes similar to what have 
been concluded in simulation results. Thus, 
results support the finding obtained from 
simulation experiments as in Figure 1. 
 

Table 4: Parameter Estimates and mean 
squared error 

Method �̂�0 �̂�1 MSE

OLS 7833.7 080009 .8319100
M 081.119 08003.3 08010.1

MM 383.33 080307 38009733

 

 
Fig. 1: Curve fitting using OLS, M, and    MM for 
the drug concentration data. 

 

4. Conclusion  
This paper considers the problem of robust 
nonlinear regression in the presence of outliers. 
Two robust estimators are evaluated, namely M-
estimator and MM-estimator using simulation 
study and real life data. It has been concluded 
that both robust estimators are superior to 
classical least squares with the advantages to 
MM-estimator in precence of outliers.  
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Appendix  
An example of data generation using R code with 
model 1: 

1. Set the true parameter (b0,b1), sample size (n),  
and outlier percentage (p).  
b0=5 
b1=1 
n=100 
p=0.05 

2. Generate values for  x 
x=sort(runif(n, min=1,max=10)) 
n1=round(p*n,0) 
n2=n-n1 

3.  Generate the errors  
e= c(rnorm(n2,0,0.2), rnorm(n1,0,10) ) 

4. Add the errors to true part 
y=(b0*x)/(b1+x)+e 

5. Use the data (x,y) with 5% outliers, and apply 
to the three methods, then  calculate MSE 

6. Repeat 3-5 for 500 times 
7. Take the average of MSE  

 

 


