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Abstract Offices and related stocks day to day are in increase to several and they are distributed in deferent 
places, spotting them become a tedious job. CCTV and internet, and other technologies were used to 
facilitate monitoring them, but most purposes require that humans detect and respond to events and due to 
that error are always exist.  This paper proposes an algorithm uses secure internet and image process to 
control government and company branches. Meanwhile it solves mobility and minimizes human intervention 
in decision making regarding received scene. 
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Introduction 
Many surveillance systems are developed to 
monitor the desired object or locations [9][10]. The 
surveillance of home can be performed from 
anywhere with the help of internet and the system 
through which we will be able to control the surveillance 

systems from any place on the earth is needed [6]. Video 
surveillance is an active area in computer vision 
which plays an important role in many 
applications, including industrial automation, 
robotics, autonomous vehicle navigation and 
human machine interfaces [7]. Close circuit 
television (CCTV) is used to monitor and record 
images of what takes place in specific locations in 
real time [1]. A surveillance camera can operate a 
year without a toilet break [8]. The CCTV camera 
has become a crucial instrument for crime control 
and has enhanced the safety of publics. CCTV 
camera also helps in reducing crime as it can 
provide visual evidences. Furthermore, CCTV 
camera is used by government to monitor highway 
traffic, to assess the scene of an accident and 
other public safety purposes. However, due to 
improper and ineffective variables [15]. Tracking 
crime or intrusion guidelines on CCTV camera 
installation in public area, it is uncertain if there 
is sufficient coverage by the CCTV camera. 
Instead of a robust approach, the adequacy of 
CCTV coverage is often determined based on 

design experience and trial-and-error. Inadequacy 
coverage will further limit the efficient 
combination of control and display equipment, as 
well as the operators' ability to manage the video 
surveillance system [16]. Despite increased usage 
of CCTV, and technological advances of 
surveillance systems, world-wide more than 100 
million surveillance cameras in use say [5], but 
there is still relatively little understanding of how 
well it actually works for the many purposes for 
which it is deployed [4].  Most purposes require 
that humans detect and respond to events in an 
appropriate and timely fashion [4]. Because most 
of CCTV systems use cameras fixed in static 
position they are able only to monitor a limited 
area [2]. Even with use of a network of CCTV and 
high digital technology [13]. 
The problem occurs from the current system is 
that the viewing angle of the camera is limited due 
to stationary position of camera, several cameras 
are used to cover the whole area [12]. Some 
research suggests changing of camera direction 
remotely by use of a Bluetooth mobile application 
[2]. It is important to identify whether CCTV 
systems and applications meet stakeholder goals 
[11], and support human operators effectively, in 
attaining the goals for which the system is set up 
[3]. The fundamental part of the CCTV system is a 
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reliable image evaluation by a human observer, 
whose effectiveness is influenced by many 
through a CCTV, dependent on human 
intervention and the success of it depends on the 
alacrity and the alertness of the personnel 
involved [14]. Demand from governmental or 
private business to develop smart surveillance 
system and to introduce new programs and 
technologies that can minimize error caused by 
human [16]. Next paragraph proposes an 
improvement of a CCTV control system that uses 
a secure surveillance system based on use of 
image process to help people in decision making. 
Methodology 

The System: The following paragraphs will explain 
equipment and used codes in the proposed 
system. 
Used Equipment and Tools: In our experiment 
five locations (two offices, two inventories and one 
parking care) were chosen. In each location two 
surveillance cameras were fixed to capture scene. 
Personal computer (PC) and Internet connection 
used to receive and store images. MathLab image 
processing tool box used for image process, and 
written code in VBasic Language used for image 
features extraction and comparison purpose. 
Data collection: Entrance and selected inside 
buildings are places chosen to fix cameras. Then 
images of chosen places are smoothed, filtered 
with winner filter. Features of each image are then 
stored in database for farther use. 
Sequence of the proposed system 
The proposed system follows these steps: 

 Image receiving 

 Image Feature extraction 

 Image comparison 

 Decision based on comparisons 

 Report Alarm to control Room 

 
As shown in Fig. 1, the proposed system receives 
an image from camera and process it the compare 
it with stored in database in order to decide and 
report the right action. 
Image receiving: As mentioned in paragraph 2.3, 
each camera sends images of the location where it 
was fixed to the PC via internet connection. 
Received images are smoothed, filtered with 
winner filter in order to come out with its feature. 
Image Feature extraction: Hu moment was used 
to extract image feature. Hu moment is a 2-D 
continuous function f(x,y), the moment of order 
(p+q) that is calculated using equation (1) as 
following: 
 

(1)                                                                             

The moment sequence is defined by pqm .  These 

moments are not invariant to translation, rotation 
and scaling. The central moments of an image is 
found using the equation (2). 

 

 

p,q  = 3,7,2,…                                         (2)      

 

 

 
 

Fig. 1: Shows sequence of the proposed 
system. 
 
The central moments of order up to 3 is found 
using the equation (3) 
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(3)  
The central moments of order up to 3 are found 
using equations (4) 
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To normalize the central moments the proposed 
system uses the following equation: 
A seven invariant moments can be derived from 
the second and third moments using equations (5) 
and (6). 
 

 
                                                        (5) 

 
                                                          (6) 

 
 
Hu’s seven moment invariants are invariant to 
image transformations including scaling, 
translation and rotation. However, this set of 
moment invariants is not invariant to contrast 
changes. Hu’s seven moment invariants have been 
widely used in pattern recognition, and their 
performance has been evaluated under various 
deformation situation including blurring spatial 
degradations random noise skew and perspective 
transformations. As Hu’s seven moment 
invariants take every image pixel into account, the 
computation cost will be much higher than 
boundary-based invariants. As stated before, 
image’s spatial resolution decides the total 
amount of pixels, and to reduce the computation 
cost, the advantages of traditional moment over 
other recognition features in shape representation 
noted during the experiment as following:

 

 Less computationally demanding and easy to 
implement. 

 Use a single value as the feature, easy for 

matching. 

 Uniqueness. 

 Invariant to shape translation, rotation and 
scaling. 

 Less noise-sensitive. 

 
Assigning Location features to database: The 
calculated features of each image location, is to be 
stored into the database as record. Table 1 shows 
a sample of a database location feature record. 
 
Table 1: Location Feature Record 
No LN M1 M2 M3 M4 M5 M6 M7 

         

 
Where M1 to M7 are extracted features 

and LN as location name 
 

Noting that each Mi is calculated using equation 
(7). 
 
Mi =ABS( (mi1+mi2)/2).                              (7) 

 
mi1 and mi2 are extracted features for particular 
location using two cameras within different angles 
to form moment values of Mi denoted in Table (1) 
as M1 to M7. 
Feature comparison and action decision  
Mean squire error (MSE) as a measurement of the 
Euclidian distance between two images is used to 

equality between the original image and degraded 
image. It shows if the features of the two images 
are same or not. The MSE was calculated using 
equation (8). 
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                                                                  (8) 
M and N are calculated features of original image 
and new captured image. ῃi is the value at 
moments in the original image where ῃj values of 
moments in the corresponding image. The MSE 
value of two images is calculated by finding the 
differences between calculated correspondent 
moments using equation (8). Decision based of 
resulted MSE values as following: 

 Two equal images will give value of MSE zero 
or close to zero which means no changes in 
since. 

 Two images with value of MSE near or close to 

1 means they are different than before so a 
report should be send to the control room. 
 

Report Alarm to Control Room: The MSE value 
if it scores value equals to 1 or close to 1 an alarm 
is switched on in the control room and flash lamp 
indicates the location, that received features are 
different from the stored in the database. A report 
is screened for that particular location. 
Testing and Results: To test the proposed 
system, two video surveillance cameras were fixed 
in two different locations. Fig. 2 shows scene of 
captured images for location L1 and Location L2, 
the captured scene images are ready for features 
extraction. Similarly Fig. 3 shows scene images for 
location L3 and Location L4. 
 

       
Fig. 2 Sample of camera’s scene for Locations 
L1 and L2 
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Fig. 3: Sample of camera’s scene for locations 

L3 and L4. 
In Fig. 4 two images for the same location L6, L6A 
stored image where in L6B shows someone trying 
to do something in the location L6.  
 

        
Fig. 4: L6A and L6B two images for same 
location (L6) 
 
Similarly Fig. 5 shows two different images of 
location L5. L5A as stored in database and L5B as 
new received image. 

      

Fig. 5: L5A and L5B two images for same 
location (L5) 
 
In Fig.6 shows different images for location L9, 
L9A represents image as stored in database and 
image L9B as a changed received image. It 
requires some action to the control as it will be 
explained later. 
 

      
Fig. 6: L9A and L9B two images for same 
location (L9) 
 
 The captured image of each location will be 
smoothed, filtered, given a name, then features 
are extracted using equations 1 to 7 and stored 
into database. Equations are used to find Hu 
moment level one to seven denoted as M1 to M7. 

Table (2) shows extracted information (M1 to M2) 
of eleven locations as they stored in the database.  

 
Table 2: Eleven locations features as stored in database 

No LN M1 M2 M3 M4 M5 M6 M7 

1 L1 0.537 1.833 2.258 0.862 0.318 1.307 0.433 

2 L2 1.349 3.034 0.725 0.063 0.713 0.205 0.124 

3 L3 0.671 1.207 0.717 1.630 0.488 1.034 0.726 

4 L4 0.888 1.147 1.068 0.809 2.944 1.438 0.325 

5 L5 0.102 0.241 0.319 0.312 0.864 0.030 0.164 

6 L6 0.863 0.077 1.214 1.113 0.006 1.532 0.769 

7 L7 1.089 0.627 0.552 1.101 1.544 0.085 1.492 

8 L8 0.342 0.371 3.578 2.769 0.293 1.094 1.712 

9 L9 1.489 0.742 1.409 1.417 1.370 0.226 1.109 

10 L10 0.303 0.578 0.293 0.787 0.032 0.742 1.117 

11 L11 0.754 1.409 1.370 2.351 0.627 1.062 0.371 

 
The stored information is used for comparison 
purpose. Times to time stored features are 
checked to see if there is any changing.  The 
system is configured to send several images then 
features are extracted from received images. As an 
example the received image shown in Fig. 3, it is 
for location L6, one is as stored in database and 
second deferent, features are extracted and 
compared. If received features are not the same as 
stored in database that means scene is changed. 
In Table (3), the extracted features as seen, are 
different from the stored in database. A written 
computer code is used compare features and 

desired the right action. Equation (8) is used to 
compare features. Results of comparison will be 
equal to zero or close to zero if two images are 
same and no changes done, otherwise close to one 
or equal to one which denote that changes done to 
the previous image. By applying equation (8) 
using received information in L6 it is found that 
MSE equals to 2.317 and similarly by applying 
equation (8) to the new information received form 
location L9 a MSE was found equals to 1.378. So 
because of the changes noted in locations L6 and 
L9, a report has to be sent to the control room.    
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Table 3: Extracted features of L6 after change 

No LN M1 M2 M3 M4 M5 M6 M7 

1 L9 1.491 1.872 1.710 1.937 1.770 0.451 1.333 

 
Table 4: Extracted features of L9 after change 

No LN M1 M2 M3 M4 M5 M6 M7 

1 L6 0.541 1.893 2.458 0.886 0.538 1.707 0.526 

  
Result Analysis: As it is described, the proposed 
system needs not highly user attention as most of 
the traditional surveillance system, because it 
provides an automated remote control without 
any human intervention. This action is performed 
in a periodical time. Images are different from 
stored ones if and only if the values of MSE shown 
in the column titled by AP and their percentage 
titled by AP%, are close to one.  The features 
comparisons are performed between pre-stored 
images in database with features of the received 
image. Computer code were written and used to 
check for any differences between features of the 
two images. Traditional surveillance systems 
based on human intervene and the reliable image 

evaluation is performed by a human observer, 

where in the proposed system comparisons of 
features are performed automatically without any 
human errors, therefore errorless.  Table 5, shows 
results of testing five locations selected randomly.  
The system shows number of proper actions 
performed (AP) and their percentage (PA%) as a 
result of   comparing the stored image and 
received image. Images are not different as shown 
in the column titled by AP and it is percentage 
titled by AP% if thevalues of MSE are close to one 
so action will be performed. In Table 5, the 
proposed system shows some non-performed 
action (NA) and their percentage (NA%) due to the 
values of MSE which are very close to zero, which 
means the two images are very similar. 

 
Table 5: Results for chosen locations randomly 

No. LN TI AP AP% NA NA% 

1 L2 30 29 97% 1 3% 
2 L4 45 44 98% 1 2% 
3 L7 60 58 97% 2 3% 
4 L10 12 12 100% 0 0% 
5 L11 73 70 97% 2 4% 

 
Where LN a location number, TI total received 
images, AP action performed, AP% percentage of 
performed action, NA non-performed action, and 
NA% percentage of non-performed action 
Related Work: This work is similar to the 
research given by [2]. The mentioned work uses 
employee to monitor and analysis received 
location’s images. It is also similar to research 
given by [7] that sent images through the internet 
both system are controlled by human being where 
in the proposed system instead the received 
images monitored by a computer itself then uses a 
written code to analysis them to avoid any human 
mistake. 
Conclusion: An investigation of surveillance 
control systems and their drawback were shown 
in this paper. A system which can operate 
automatically was proposed. The proposed system 
represents an avoidance of errors caused by 
human being automatically. 
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