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Eigenvalues In this article, we apply the stability of eigenvalues and eigenvectors and their impact on differential
Eigenvectors systems. To achieve this goal, the eigenvalues and eigenvectors are studied and their differential systems,
Stability nature in terms of being different real values, compound eigenvalues, or equal eigenvalues.And to

differential systems identify how to solve linear differential systems with fixed coefficients with the initial condition a
complete solution, which depends on the eigenvalues and the corresponding eigenvectors, finding the
general solution and the geometry of teigenvectors graphically and the effect of theigenvalues for the

three eigenvalues cases, by drawing the paths and the phase plane and clarifying the state of equilibrium

contract and stability
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1- Introduction

The eigenvalues are reals values that could be found through square
matrixes as well as from the system of differential equations with
fixed coefficients, and by using the system solution, we find the
eigenvectors that we used in the graphical geometry of the
differential system.

The study of differential equations that depends oneigenvalues and
eigenvectors through solutions of equations and differential systems
when the independent variable approaches infinity, and on this basis
differential equations are classified, and using this classification can
identify the nature of the solution without resorting to calculating
that solution, by drawing paths And clarify the state of balance,
contract and stability [1,4].

The study of ordinary differential equations begins with linear
equations with constant coefficients for two reasons:

First: Studying this type of equations by dispensing with the issue of
the existence and starting point of defining the solution and initiating
an engineering study of solutions to differential equations and
developing the number of this study later.

The second: Studying the geometric properties (topically) of non-

linear equations under general conditions by replacing the non-linear
equation with its linear part only and neglecting the non-linear part
[2].

2- How to calculate eigenvalues and eigenvectors

To get the eigenvalues of a {1;}}-; matrix A € M,,(R) where A =
laijTi,, j=1- The determinant is decoded to calculate its value
|A — AL,| = 0 any specified;

[a1 =24 ap . Ay |
az1 Az2-2 - Qzn

: : : =0
asi asz Apn — 4

So, we get a polynomial equation of degree n in A. By solving this
equation, we get a number n of eigenvalues {1;}7-; ,and to get the
eigenvectors, we find that for every eigenvalue A;there is an
eigenvector C; so that AC; = A1;C; for each A; ,we have to solve the
system of homogeneous linear algebraic equations [3].

(A=N1,)C =0, Vi=123,..,n, (2.0)
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Since the matrix is (A — A;1,,) anomalous, the solution of this system
is not a single C;eigenvector, it is a blank of eigenvectors, for every
eigenvalue A; there is an infinite number of eigenvectors C;, there are
three cases of eigenvalues A

Case 1: different real eigenvalues

IfA; # A, # -+ # A, and by substituting into the characteristic Eq.
(2.1) we get eigenvectors Cy, Cy, ..., Cy.

Case 2: composite eigenvalues

If 24,2, two complex numbers are conjugated and by A; = a +ib,
A, = a — ib, substituting into the characteristic equation 2.1 we get
eigenvectors in the form of complex numbers C = C; + iC,.

Case 3: duplicate real eigenvalues

If A, =2, =+ =2A,and by substituting into the characteristic Eq.
(2.1) we get eigenvectors Cy, Cy, ..., C,. [4-5]

Result 1: If the eigenvalues of matrix A have different scalar values,
then the corresponding eigenvectors for each eigenvalue are linearly
independent.

Result 2: If the eigenvalues of matrix A are equal, then the
corresponding eigenvectors for each eigenvalue may be linearly
independent or not linearly independent.

3- Systems of linear differential equations with constant
coefficients.

The system of linear differential equations of the first order with
constant coefficients has the following form:

d
{E x1(6) = ag1%1(1) + a12%,(6) + -+ + a1 %, (£)

%xz (8) = a21x1 () + azp25(8) + - + A3, (£). (3.1)

%x3 () = az1 %, () + A322,(8) + -+ + agpx, (1)
where t independent variable while x; (t), x, (t), ..., x5 (t) dependent
variables and coefficients a;; € # where i,j = 1,2,...,n is called
|A — AIl = 0 a polynomial equation in A degree n, and therefore it
has n eigenvalues of the matrix A, from which we get solution of the
system after setting the values of the eigenvectors C corresponding
to the eigenvalues A [6].
3-1Phase level
The solutions of the differential equation;

X' = AX, (3.1.1)
Are curves in space R",, so that each cure is a function and not just a
set of points, the solution to the equation 3.2 which is X is the
movement of a point through time.
So that the position of the point at moment ¢ is X (t).
The differential Eq. (3.1.1) defines a law for the motion of points.
When the position of the point is X it will move with velocity AX,
and thus in space it R™ is called the phase plane of the differential
equation X' = AX. Therefore, every point X of the phase plane has a
vector, which is the velocity vector AX, [9].

X' - AX = F(x), (3.1.2)

£ (x)

Fig. 1: vector field
3-2 Point path
If x, a point in R™, the set of points tracing the solution to the
differential equation X’ = AX that passes through the point x, when
it ist = 0 called the path of the point x,, that is the path of point
A(t) = x,, where t € R, X(0) = x,. The set of all differential
equation paths is called phase images [8].
3-3 Equilibrium point
To find the equilibrium solution for the system of homogeneous
differential equations and X' = AX we not that X = 0 itis a solution
to the system of homogeneous differential equilibrium and this
solution is called the equilibrium solutions of the system, and that the
equilibrium solutions are those solutions in which there are and AX =
0 let us suppose that 4 is an anomalous matrix, and therefore it will
have one solution which is X = 0, and also we will have only one

equilibrium solution [10].

For the next order;
Xp = ap X+ apx;,
Xy = Ap1Xq1 + Gp2%7,

r_[H11 Qa2 _[A11 Q12
X' = [a21 azz]XWhereA = [a21 azz], (3.3.1)
The system solutions are as follows:
X1 ()
X = ,
X, (t)

It is our only equilibrium solution X = [g]

4- Solutions the eigenvalues of the matrix A
4.1 On Solving Eqg. (3.3.1) using the different eigenvalues
We get solutions;
X, () = CieMt | X,(t) = Cre™2t .., X, (t) = C,e’nt, (4.1.1)
And the general solution is;
X(t) = a,Ciett + a,Cetet + -+, Ce’nt, (4.1.2)
4.2 On solving Eg. (3.3.1) using the complex eigenvalues
We get the following solution;
X(t) = (Cy + iC,)elatiblt, (4.2.3)
Applying Euler's, which states Y = cos@ + isiné:

X(t) = e®[(C,cos(bt) — Cysin(bt))

— i(Cycos(bt) + Cysin(bt)))],
(4.2.4)
4.3 Equal real values
The general solution A is for the first solution to be;
X, (t) = Ce™t, (43.1)
The second solution is;
X,(t) = te*C + e*tp, (43.2)
It is an unknown vector p that we will need to determine [7],
X(t) = a,e*C + ay[te*c + ep, (4.3.3)
5- Examples and results
Example 5-1
Find the solution to the following system with the initial condition:
X1 () = x1(8) +2x,(1) , x(0)=0,
x3(0) = 3x, (1) + 2x2(8) , x,(0) =—4,

Solution;
The system can be placed on a matrix image X' = AX;
1 2 2. _TO
X' = [3 2] X, where A = [3 o) isx@ = [_4],

Characteristic equation for matrix A is |A — Al,| = 0.

The eigenvalues of two different real numbers 4, = -1, 1, = 4.
To get the eigenvector versus the eigenvalue 1, = —1. we find the
solution to the system (A — A,1,)C, = 0.

In this case, the eigenvector is C; = [_CCZ]. So, we choose C, =1 it
2
_[-1
¢ =| ) |
Here is the first solution: X, (t) = C;e*1t = X, (t) = [_11] e t.
To get the eigenvector versus the eigenvalue A, = 2, we find the
solution to the system (A — 4,1,)C, = 0.
2

In this case, the eigenvector is C, = FCCZ , then we choose C, =3

2
itc, = [é] and the second solution is X, (t) = C,e’2t = X,(t) =

2 4t
[3] ett,
So, the general solution;

X)) =a [_11] et +a, [;] e*,
Now, to find the constants by applying the initial condition;

0= o) = [ e v e

Such as;

—a, +2a, =0,

a, +3a, = —4,

Then we are gets a; = _?8 , Ay = _?4. The solution to a system is;

8 8
X0 =zet — e,

583 5
Xz(t) = ?e_t - §€4t,
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When draw a picture of a system;
, 12
X' = [3 2] X,
We get;

Cy x; G

Fig. 2

If it a, = 0, then the solution is a vector multiplied by an exponential
function and the exponent affects the size of the vector and the
constant will affect both the sign and the size of the vector, as t
increases the path will move towards the origin.

If @, = 0 it going to have a path parallel to the vector C, and since
the exponent increases as t increases, then the path moves away from
the origin.

&Y X; C;

xr

Fig. 3

Ifa; #0, a, # 0, then we have two cases.

If t is negative and large, the portion containing negative eigenvalues
will dominate the solution, moving the path in the same direction. If
t is positive and the eigenvalue portion of the solutions is large, then
the path moves in the same direction

\\\\\; ,,
| NN

The equilibrium solution is called the (0,0), saddle point and
unstable in this case the instability of solutions moves away from the
origin as t increases.
Example 5-2
Find the solution to the following system with initial condition;
x1 () = =5x,(t) +x, (1) , x,(0) =1,
x(1) = 4x, (1) = 2x,(8) , x,(0) =2,
The system can be placed on a matrix image X' = AX;
X' = [ 45 _12]X,Where A= [ 45 _12],isX(0) = B],
Characteristic equation for matrix A is |[A—Al,|=0. The
eigenvalues of two different real number 4, = -1, 1, = —6.

To get the eigenvector versus the eigenvalue A, = —1, we find the
solution to the system (A — A,1,)C; = 0. Inthis case, the eigenvector

isC, = [4%1],, so, we choose C; =1itC; = Lﬂ Here is the first

solution X, (£) = CeMt = X, (t) = [i] e t.

And when we but 1, = —6, we get the solution of the system
(A—2,1,)C, = 0. In this case, the eigenvector is C, = [_CCZ], S0,
2
we choose C, =1 it C, = [_11] Then, the second solution is
X,(t) = Cyetat = X, (t) = [‘11] et
So, the general solution;
— 1 -t -1 -6t
X(t)—a1[4]e +a'2[ 1 ]e ,
Now, to find the constants by applying the initial condition;
M=, [1.-© —17 -6(0)
X(O)—[Z]—al[]e +a2[1]e ,

4
Such as;

a;—a; =1,
4a; +a, =2,
We get the points a; = E , Qp = _?2 then the solutions are;

3 2
X)) = ge‘t ——e ",

12
X,(0) = ?e‘t ——e7 ",
Then drawn a picture of the system;
r_[-5 1
X'= [ 4 —2] X,
Both eigenvalues are negative, so, all paths move toward the origin
as t increases.

C; x2 G

Xy

Fig. 5

We note that the second eigenvalue is greater than the first eigenvalue
for all large and the second eigenvalue of positive value of t is
smaller than the first eigenvalue solution.

A2

5

N

Fig. 6
The equilibrium solution is called (0,0) asymptotically stable, and
the equilibrium solution is asymptotically stable if all paths move
towards the origin as t increase.
Note: the k cannot be unstable in example 5-2, if both eigenvalues
are positive, then all paths will move away from the origin, in which
case the equilibrium is unstable.
Example 5-3
Find the solution to the following system with the initial condition:
X1 =3x,+9%, , x%.(0)=2,

xy = —4x; — 3%, , x,(0) =—4,
Solution
The system can be placed on a matrix image X' = AX

X’=[3 9]X, whereA=[3 9],

-4 -3 -4 -3
is X(0) = [_24],
Characteristic equation for matrix A is |[A—Al,| =0 . The

JOPAS Vol.21 No. 4 2022

67



The stability of eigenvalues and eigenvectors and their impact on differential systems

Ghaith & Abu-Qoffah.

eigenvalues of two different real numbers A, = 3v3i, 1, =
—3+/3i, when A; =3+v3i we find the solution to the system
(A—1,1,)C, = 0.

C; 1
So, the first eigenvector is C; = [-1 - , We choose C; =
g 1 [? (1 _ \/3_1)6‘1_ 1

. 3
3G, = [—1 +x/§]'
Her is the  first Xi(6) = CeMt = Xy (8) =

3 (VD) i isc,=| 3 ]
[_1 N @] e - So, the eigenvector is C; = | _; ” 7| Then

solution

the second solution is;
3 -
X — At X =[ ] (—3\/31)[’,
2(8) = Ce™" = X,(0) _1_v3il¢

Using Euler's formula to get the complex number from the
exponential from;

X, = [cos(3v30) + isin(3v30)] | _, > @]
So, the general solution to the system has complex limits;

X(t) = au(t) + a,v(t),
Now, we need to find the constants by applying initial condition

_1271_ 3 0
X(0) = [_4] =a [_1] +a, [\/§]
Such as;
3a; =2,
—a; +V3a, =4,
We get the points a; =§ , =;—\j§, then the solution of a
system is;

(0 = ;[ 3cos(3v3t)

—cos(3v3t) —V3sin(3V3t)
_ 10 3sin(3v3t)
3v3|-sin(3v3t) + V3cos(3v3t)[

We draw a picture of the system;
_[3 9
X' = [_4 _3] X,

X2

L]

Fig. 7

The solutions of paths will be circles or ellipses centered at the origin
and the only thing we need is whether they rotate clockwise or
anticlockwise. We choose a value by X (t) substituting in a system,
we get a vector that is tangent to the path and indicates the direction

in which the path is be X = [(1)] and in compensation be X' =

3 91711 3

[_4 _3] [o] = [_4]'
At the point (1,0) in the phase plane the path it be point in a
descending direction, and this happens if the paths are going in a
clockwise direction.
The solution to the equilibrium in this case is called the stationary
center.

Conclusion
In this paper, we have applied the stability of eigenvalues and
eigenvectors and their impact on differential systems. We conclude
that results with some figures expressing the behavior of the obtained
solutions by examples which give some perspective readers how the
behavior solutions are produced.
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