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Government agencies and transportation engineers use pavement management systems (PMS) to
evaluate pavement performance and keep pavement above the minimum acceptable performance
standards. The Pavement Condition Index (PCI) and the international roughness index (IR1) are among
the most commonly used indices to evaluate pavement conditions. Due to IRI data collection being more
accessible and less expensive than collecting pavement distress data, this study aims to develop PCI
models that can successfully estimate the PCI values based on IRI for flexible pavement using two
Machine Learning techniques (ML), namely: Random Forest (RF), and Support Vector Machine (SVM),
and three conventional techniques, namely: linear, quadratic, and cubic regression. The study was carried
out with the database collected from the Long-Term Pavement Performance (LTPP) program. The results
of the dataset reveal that both ML models (RF and SVM) have strong prediction ability with high values
of coefficient of determination (R"2 = 99.7 and 96.8) %, and low values of Root Mean Squared Error
(RMSE = 1.095 and 3.569) % and Mean Absolute Error (MAE = 0.474 and 2.244). In conclusion, the
goodness of fit of the proposed ML models was compared with conventional techniques models
previously developed. The results showed that the ML models yielded higher prediction accuracy than
conventional techniques.
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Introduction and related work

A maintenance and rehabilitation strategy enhances and improves
traffic safety and ride comfort and reduces vehicle operating
expenses and environmental and building costs [1]. The Pavement
Condition Index (PCI), Present Serviceability Rating (PSR),
Pavement Quality Index (PQI), and International Roughness Index
(IR1) are commonly used pavement performance indicators in many
countries. The PCI indicator created by the United States Army Corps
of Engineers in the 1970s is a widely utilized technique. The PCI
indicator is based on a composite index of the flexible pavement's
structural integrity and operational requirements. The PCI is
computed by combining nineteen different pavement distress degrees
and intensities.

The PCI method is a Standard ASTM Test technique, specifically
ASTM D6433-18. PCI values range from zero to one hundred, with
zero indicating failed pavements and a hundred meaning excellent
performing pavements [2,3]. Similarly, the IRI is a globally used
indicator of ride quality or smoothness. The IRI, which the World
Bank developed in 1986, is calculated by dividing the cumulative
vibrations or vertical movements by the profile length [4]. Machine
learning applications (ML) have wide applications in civil and
infrastructure engineering. The application of ML includes
transportation, pavement engineering, structure, and environment.
ML uses a nonlinear statistical technique inspired by how the human
brain works to model complex relationships between inputs and
outputs [5,6].

This study aimed to assess the performance of conventional and
machine learning techniques used to predict the (PCI) from the (IRI).
Conventional techniques models considered in this study include
regression analysis (linear, quadratic, and cubic), while machine
learning techniques models include RF and SVM. The data used in
the study were collected from the LTPP database for different climate
regions in the U.S. and Canada. It is expected that the findings of this
study may reduce the time required to gather, examine, and process
distress images for PCI determination and reduce the human opinion
in the assessment of pavement distress. Furthermore, the cost of
collecting and evaluating field data for defining the PCI will be
reduced.

Overview of the Conventional Techniques Used in Performance
Modelling

Over the last three decades, researchers proposed several pavement
condition indices based on IRI. Some of these models were derived
based on the (LTPP) database, while others were developed based on
research teams' measurements or the local agency database. Table (1)
presents some studies used to model pavement performance.

Table 1: Summary of some conventional models available in the
literature.

main aspects of ML algorithms and their architecture (as determined
by the model hyperparameters):
* Random Forest (RF)

The Random Forest technique gathers the results from several
decision trees, in which the trees in the forest run in parallel with no
interactions between them. This method ensures that the model is not
overly reliant on a single feature. Because each tree employs a
random sampling mechanism to draw data from the original dataset
while producing its splits, it provides a better foundation for
preventing overfitting than ANNs [12].
»  Support Vector Machine (SVM)

SVM algorithms identify optimum hyperplanes in a high-
dimensional space which classify the data points. Regression is
applied to data points within the decision boundary lines surrounding
the hyperplane. These algorithms employ various mathematical
functions to transform the input data into the desired form.

Table 2: Summary of some Machine Learning models available in the
literature.
Authors Year ML Technique
Marcelino et al. [13] 2019 Random Forest (RF)

Karballaeezadeh et al. 2019 Support Vector Machine (SVM)

[14]

1- Support Vector Machine (SVM)
2-Artificial Neural Network (ANN)
3- Random Forest (RF)
1-Support Vector Machine (SVM)
2-Artificial Neural Network (ANN)
3- Random Forest (RF)

4- Radial Basis Function Neural
Network (RBFNN)
5- Naive Bayesian Classifier (NBC)
6-Classification Tree (CT)

Hoang et al. [15] 2019

Hoang et al. [16,17] 2018

Nabipour et al. [18] 2019 Genetic Expression Programming
1- Bootstrap Forest
2- Gradient Boosted Trees
3- K Nearest Neighbours

Inkoom et al. [19] 2019 4- Naive Bayes
5- Multivariable Linear Regression
1-Artificial Neural Network (ANN)
Cao et al. [20] 2020 2- Support Vector Machine (SVM)

1-Artificial Neural Network (ANN)
2020 2- Linear Regression (LR)

Y tal. [21 .
amany etal. [21] 3- Random Parameter Regression

Authors Year Model Equation R?
Dewan, Smith [7] 2002 IRI'=0.0171(153 - PCI) 53
Park et al. [8] 2007 log(PCl) = 2 — 0.436log(IRI) 59
- 2 _
Shah et al. [9] 2013 PCI = 1.28(1R11)00 17.73 x IRI +
Arhinetal. [10] 2015 PCI = —0.224xIRI 4+ 120.02 82
Elhadidy et al. _ 1 79.933
[11] 2019 PCl = X In( - 14.061) -
Ali etal. [12] 2021 PCI=85.657 —11.386 x IRI 89.5

Overview of the Machine Learning Techniques Used in
Performance Modelling

Applying Machine Learning techniques for pavement modelling has
become a significant focus of several pavement engineering
researchers. Several researchers have explored, analyzed, and
modelled indicators like the IRI, PCI, and fatigue cracking using ML
techniques. The purpose of these studies was frequently to improve
standard pavement management practices. Table (2) presents a few
examples of these initiatives. The following subsections cover the

Methodology

In this study, conventional and ML techniques were used to develop
a reliable and accurate PCI based on IRI. This database can be found
in the LTPP dataset. Figure (1) shows the methodological framework
adopted in this research. The plan of the study was divided into four
steps, as follows:

1- Data Collection: In this step, data were collected from
the LTPP dataset.

2- Data Preprocessing: All data collected in this research
were used to estimate the existing PCI for each road section
based on the ASTM 6433-18 standard.

3- Model Development: This step is divided into two
phases:

»  Phase 1(Conventional Technigues): This phase
used three conventional methods to predict PCI from
IRI based on the data obtained from the previous
step and IRI data from the LTPP dataset.
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+  Phase 2 (Machine Learning): This phase was
devoted to developing two Machine Learning
techniques to predict the PCI value.

4-  Comparison and Validation: In this step, models developed
using different methods were compared and validated.

(Conventional Techniques and Machine Learning).

LTPP Data

¥

Data
Preprocessing

v

Machine P Model Conventional
Learning Development Techniques
¥ ¥ v ¥ : ¥
RF SVM Linear Quadratic Cubic

4

> PCIl Models <

v

Comparison and Validation of
the Models

v

Conclusions ‘

Fig 1. Methodological flow chart of this study.
Data Description and Preprocessing

Data used in this study were collected from the LTPP database. The
LTPP programme is one of the significant sources of pavement
performance data for researchers, which was established from 1987
to 1991 to collect pavement condition data as one of the principal
research areas of the Strategic Highway Research Program (SHRP).
The Federal Highway Administration (FHWA) has continued to
oversee and finance the initiative from 1992 to the present. The LTPP
programme has two essential classes of studies, the General
Pavement Study (GPS) and Specific Pavement Studies (SPS). In this
research, the information concerning asphalt pavement sections
located in different climate regions without any maintenance or
rehabilitation activities was received from the LTPP database. The
LTPP makes the data available for free use on its website,
https://infopave.fhwa.dot.gov
» International Roughness Index

In this research, data and measurements were collected from the
LTPP database: IRI, pavement age, and nine types of distress,
including rutting, fatigue cracking, block cracking, longitudinal
cracking, transverse cracking, patching, potholes, bleeding, and
ravelling.

Table (3) illustrates the descriptive statistics for 60 sections (400
observations) of the data obtained from the LTPP database.

+  Pavement Condition Index

Based on the data obtained from the LTPP dataset of the 60 road
sections, PCI values were calculated using the ASTM D6433-18
method.

Table 3: Descriptive statistics for 60 sections of the measured deterioration.

Parameters Minimum Maximum Mean Std. Deviation
Age 1 32 14.3 6.66
Rutting 0 29 7.22 4.64
Fatigue Cracking 0 377.90 18.3 50.59
Block Cracking 0 0 0 0
Longitudinal Cracking 0 2300.4 75.5 149.97
Transverse Cracking 0 293 22.3 40.25
Patching 0 1.50 0 0.07
Potholes 0 0 0 0
Bleeding 0 350.80 6.53 40.38
Ravelling 0 564.30 13.7 74.38
IRI 0.62 4.01 1.35 0.58
PCI 8 100 73.6 20.40

Accuracy Validation
Three of the most commonly used metrics to measure accuracy for
continuous variables are the R?, RMSE, and MAE [22]. The
mathematical representation of the three implemented measures is
shown in Table (4).

Table 4. Mathematical illustration for performance metrics.

Measure Models Formula Variables Description
RZ
Determination —1- Zi(ti — 0))? o0;=Actual value
Coefficient Yi(0)? observation I,

t; = Predicted value of
1 observation I,
Mean Absolute MAE=; Xt — o4l
Error n = Number of
observations.

Root Mean Squared ~ RMSE= |Ziti—o0®
n

Error

Results and Discussions

Developing Conventional Techniques Models

Three conventional techniques were used in this research (linear,
quadratic, and cubic) to predict PCI based on the IRI indicator for
flexible pavement. The PCI indicator has been taken as a dependent
variable, while the IRl indicator has been considered as an
independent variable. The data were extracted from the IBM SPSS
Statistics package (IBM 27). The correlation was assessed using R?,

RMSE, and MAE values. Table (5) summarised the regression
models and presented the relation between (PCI& IRI).

According to Table (5), equations from (1) to (3) presented the
regression models and the relation between (PCI& IRI) as follows:

e Linear Regression Method
PCI=117.72-32.70(IRI) 1)

The correlation coefficient (R?) of this relationship is 87.2%.

e  Quadratic Regression Method

PC1=129.1-47.75(IR1)+4.2(IRI)? )
The correlation coefficient (R?) of this relationship is 88.3%.

e  Cubic Regression Method
PCI = 129.1 —49.4(IRI) + 5.1(IRI)2 — 0. 2(IRI)? ©)

The correlation coefficient (R?) of this relationship is 88.5%.

Equations (1), (2) and (3) showed that the R? were 87.2 %, 88.3 %
and 88.5 %, respectively. Based on this, IRI data can easily predict
PCl values. Figure (2) presents the relationship between PCI and IRI
in three conventional techniques: linear, quadratic, and cubic. The
R?, RMSE, and MAE statistical error measures were used for
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validating the developed regression model for the three mathematical
methods mentioned above. Results showed that the R?was good,
while the RMSE and the MAE values in all cases were acceptable.
The results showed that the cubic models' R?, RMSE, and MAE
values improved by 1.46%, 4.67%, and 9.23% compared to the linear
models.

The results obtained from the regression analysis showed that the

three regression models could be used for estimating the PCI values
based on the IRI. Cubic model results provided the best fit with a
minor error between the observed and predicted values, compared to
linear and quadratic models. As a result, the difference between the

quadratic and cubic regression models was relatively small.

Table 5: Summary of correlation between IRl & PCI.

Technique . Unstandardized Coefficients
Parameter Estimates S - R? RMSE MAE
Linear Regression Copstant nIre e 87.2 7.295 4583
Constant 129.1 2.00
Quadratic Regression b1 -47.75 2.46 88.3 6.956 4,176
9 b2 42 0.66
Constant 129.1 473
_ _ E; "})914 3'22 88.5 6.954 416
Cubic Regression b3 02 0.75
SVM
100 w :
2_
100 * Observed 90 R7=96.8
90 =Linear 80t
—Quadratic 70t
8 —Cubic 9 ol
70 o
0 g 50¢
0 g 40 F
o
PCl 30 30
40 20 . 4
30 \ 10} ‘! .
] d
20 k ‘. 0 0 | | | | | | | | |
0 0 10 20 30 40 50 60 70 80 90 100
10 Observed PCI
0 Fig 3. SVM prediction results for PCI model.
0 5 10 1S 20 25 30 35 40 45 50
RI ‘ RF
Fig 2. PCI versus IRI plot.
g P R%=99.7
Developing Machine Learning (ML) Models 100 f E
SVM and RF have been used to develop effective and accurate 90+
models. These techniques aim to predict the PCI value based on the _
IRI value obtained from the LTPP datasets in the U.S. and Canada. o 807
The model's performance was assessed using the three common R? % 701
values, RMSE and MAE methods. Table (6) summarizes the 2 ot
modelling results for this study's two machine learning techniques. -.‘g 50|
Figures (3) and (4) present the SVM and RF prediction results for o
PCI models. O 40
Table 6: Performance of PCI models using RF and SVM techniques 30
based on IRI values. 20+ _
Statistical Error Measures
ML technique R? RMSE MAE 107 |
0 Il Il Il Il Il Il Il Il Il
SVM 96.8 3.659 2.244 0 10 20 30 40 50 60 70 80 90 100
RF 99.7 1.095 0.474 Observed PCI

Table 6 and Figures 3 and 4 summarize the modelling results for this
study's two machine learning techniques as follows:

Support Vector Machine (SVM): The SVM performing model
scored R? =96.8%, RMSE =3.659%, and MAE = 2.244%.

Random Forest (RF): The RF performing model scored R?= 99.7%,
RMSE = 1.095%, and MAE = 0.474%.

Based on the results, the RF model was more accurate than the SVM
model.

Fig 4. RF prediction results for PCI model.

Comparison with Conventional Techniques

In order to assess the efficiency of machine learning techniques
versus conventional techniques, the RZ, RMSE, and MAE were used.
Comparing the results generated by the conventional and ML
techniques showed that all the models were accurate. Table (7)
provides a comparison of the conventional and ML techniques.
Figures (5) to (7) present the comparison between machine learning
and conventional techniques.
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Table 7: Comparison of the machine learning technigues and
conventional techniques models.

Statistical Error Measures
R? RMSE MAE

Technique

Linear Regression 87.2 7.295 4.583
Quadratic Regression 88.3 6.956 4.176
Cubic Regression 88.5 6.954 4.16

SVM 96.8 3.659 2.244
RF 99.7 1.095 0.474

Table (7) and figures from (5) to (7) present a comparison among
machine learning techniques and conventional techniques models
and summarize several points as follows:

102
100
98
96
94
92
90
88
86
84
82
80

The conventional and ML techniques could successfully
predict the PCI values based on IRI values.

The ML models show higher performance compared to the
conventional models.

The calculated R?was strong in all models, and RMSE and
MAE values were acceptable.

The results showed that the R? of the RF model improved
by 12.53%, 11.43%, and 11.23%, compared to the linear,
quadratic, and cubic models, respectively.

The results showed that the RMSE value of the RF model
was reduced by 84.99%, 84.26%, and 84.25%, compared
to linear, quadratic, and cubic models, respectively.

The results showed that the MAE value of the RF model
was reduced by 89.66%, 88.65%, and 88.61%, compared
to linear, quadratic, and cubic models, respectively.

The results showed that the R*20f the RF model improved
by 2.91%, while RMSE and MAE values were reduced by
70.07% and 78.88%, compared to the SVM model.
According to the results, two machine learning and three
conventional techniques estimate the PCI values based on
the IRI with reasonable accuracy.

Results showed that the RF technique had a better and
higher accuracy with a minor error between observed and
predicted values than the other techniques.

Although the conventional techniques provided a
predictive regression equation and showed the effect of the
parameters and their interactions on a response the ML
technique provided a strong correlation with PCI and
distress in terms of error.

R- Squared

Cubic SVM RF

Linear Quadratic

Fig 5. Comparison between the machine learning techniques and
conventional techniques (R-Squared).

RMSE

1.095

RF

Fig 6. Comparison between the machine learning techniques and
conventional techniques (RMSE).

5
4.5

3.5

25

15

0.5

MAE
4.583
4.176 4.16
2.244
0.474
Linear Quadratic  Cubic SVM RF

Fig 7. Comparison between the machine learning techniques and
conventional techniques (MAE).

Conclusions

In this paper, the prediction of the PCI based on the IRl was
developed using three conventional regression techniques, linear,
quadratic, and cubic, and two machine learning techniques RF and
SVM. Based on the results of this study, the following conclusions
can be drawn:

The present study focused on predicting PCI based on IRI
using sixty road sections (400 observations) for flexible
pavements selected in the U.S. and Canada from the LTPP
dataset.

A comparison was conducted between the machine
learning and conventional techniques values using the
LTPP dataset. The RF model was the most accurate
compared to other models.

A comparison was conducted between machine learning
and conventional techniques. The ML techniques provided
a more precise prediction compared to conventional
regression techniques.

An evaluation of the conventional regression techniques
showed that the cubic technique provided a more precise
prediction than the linear and quadratic techniques.

An assessment of the ML techniques showed that the RF
provided a more precise prediction than the SVM
technique.

Finally, based on the findings of this study, the ML
techniques and conventional techniques were found to be
viable modelling tools for PCI values prediction based on
IRI values. Furthermore, this study demonstrated that both
techniques could accurately predict PCI values, decrease
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the need for visual examination of PCI values, and save
budgets and time.
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