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Abstract  When the initial conditions of differential equations are random in natural, mathematical description 

of the solution in terms of initial conditions must be modified by considering the initial conditions as random 
variable having a particular statistical distribution. In this paper, the fifth order improved Runge-Kutta method 
(IRK5) is modified for the approximation of the solution of the random initial value problems (RIVPs). Numerical 
simulation was carried out. Some properties of the random behaviour and the effect of the randomness were 
investigated.   
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Introduction 
Most real word phenomena is described by 
differential equations. In our life, we have learned 
to accept we are actually dealt with uncertainty 
which in particular can arise when the initial states 
of the modelling that describing the phenomena 
might require an educated guessed value or are not 
clearly known. Most realistic mathematical models 
that are described by the initial value problems 
with random initial conditions cannot be 
analytically solved. In the case, the analytical 
solution is not available; instead, they must be 

dealt by computational methods that deliver 
approximate solutions. Numerical solution of 
random differential equations has been addressed 
by Cortés et al. [1-3] and Calbo et al. in [4]. Those 
authors deal with the numerical solution 
construction of random initial value problems, 

which means a random Euler method. The 
methods are based on a sample treatment and on 
conditions expressed in terms of the mean square 
behaviour of the right-hand side of RIVPs. This 
approach has the advantage that conclusions 
remain true in a deterministic case. Jentzen and 
Neuenkirch [5] studied a random Euler scheme for 
the approximation of Carathéodory differential 
equations. It was reported that under weak 
assumptions, this approximation scheme obtains 

the same rate of convergence as the classical 
Monte–Carlo method for integration problems. 
Jentzen and Kloeden [6] used Pathwise Taylor 
schemes for solving random ordinary differential 
equations. A class of random boundary value 
problems was studied by Barry and Boyce [7]. They 
dealt with the nonlinear two point boundary value 
problem by considering some parametric as 
bounded continuous random variables. Here, 
modified IRK5 is picked up for the approximation 
of the solution of the RIVPs. Numerical simulation 

is carried out. Some properties of the random 
behaviour and the effect of the randomness is 
investigated.   

Improved Runge-Kutta Method 
The initial value problem has the form: 

{
𝑥′(𝑡) = 𝐹(𝑡, 𝑥(𝑡)),

𝑥(𝑡0) = 𝑥0
                                        (1) 

where 𝐹:ℝ+ × 𝐸 and 𝐸 is an open subset of ℝ𝑛. The 

general form of the IRK method is [8]: 
𝑥𝑛+1 = (1 − 𝛿)𝑥𝑛 − 𝛿𝑥𝑛−1 

+ℎ(𝑏1𝑘1 − 𝑏−1𝑘−1 +∑𝑏𝑖(𝑘𝑖 − 𝑘−𝑖)

𝑠

𝑖=1

)       (2) 
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where 𝑛 = 1,2,… , 𝑁 − 1. With 𝛿 as a constant and the 

constant ℎ as a step-size of the iterations. The 

values 𝑏−1, 𝑏1 are the order conditions of IRK 

method of order five and 𝑎𝑖𝑗 are non-zero constants 

for every 𝑖 and 𝑗. The constants 𝑘−𝑖 and 𝑘𝑖 can be 

evaluated by  

{
 
 
 
 

 
 
 
 

𝑘1 = 𝐹(𝑡𝑛, 𝑥𝑛)

𝑘−1 = 𝐹(𝑡𝑛−1, 𝑥𝑛−1)

𝑘𝑖 = 𝐹 (𝑡𝑛 + 𝑐𝑖ℎ, 𝑥𝑛 + ℎ∑𝑎𝑖𝑗𝑘𝑗

𝑖−1

𝑗=1

)

𝑘−𝑖 = 𝐹 (𝑡𝑛−1 + 𝑐𝑖ℎ, 𝑥𝑛−1 + ℎ∑𝑎𝑖𝑗𝑘−𝑗

𝑖−1

𝑗=1

)

                   (3) 

for 𝑖 = 2,3,… , 𝑠, 𝑐2, … , 𝑐𝑠 ∈ [0,1]. Without loss the 

generality, the fifth order IRK method can be 
derived with 𝛿 = 0 as follows 

𝑥𝑛+1 = 𝑥𝑛 + ℎ(𝑏1𝑘1 − 𝑏−1𝑘−1 +∑𝑏𝑖(𝑘𝑖 − 𝑘−𝑖)

𝑠

𝑖=1

) (4) 

where 𝑛 = 1,2,… , 𝑁 − 1 and 

{
 
 
 
 

 
 
 
 

𝑘1 = 𝐹(𝑡𝑛, 𝑥𝑛)

𝑘−1 = 𝐹(𝑡𝑛−1, 𝑥𝑛−1)

𝑘𝑖 = 𝐹(𝑡𝑛 + 𝑐𝑖ℎ, 𝑥𝑛 + ℎ∑𝑎𝑖𝑗𝑘𝑗

𝑖−1

𝑗=1

)

𝑘−𝑖 = 𝐹(𝑡𝑛−1 + 𝑐𝑖ℎ, 𝑥𝑛−1 + ℎ∑𝑎𝑖𝑗𝑘−𝑗

𝑖−1

𝑗=1

)

                (5) 

For 𝑖 = 2,… ,5, 𝑐𝑖 ∈ [0,1], and 𝑐𝑖 = ∑ 𝑎𝑖𝑗
𝑖−1
𝑗=1 , 𝑖 = 2,… ,5, 

(See Table 1). 

Table 1: General Coefficients of IRK5 method 

0      

𝒄𝟐 𝑎21     
𝒄𝟑 𝑎31 𝑎32    
𝒄𝟒 𝑎41 𝑎42 𝑎43   
𝒄𝟓 𝑎51 𝑎52 𝑎53 𝑎54  
𝒃−𝟏 𝑏1 𝑏2 𝑏3 𝑏4 𝑏5 

 
The coefficients of IRK5 method in Table 1 was 
determined in [8] as in Table 2.  

Table 2: Coefficients of IRK5 method 

0      

𝟎. 𝟐𝟓 0.25     
𝟎. 𝟐𝟓 −0.0082 0.2586    
𝟎. 𝟓 0.3860 0.5312 0.6444   
𝟎. 𝟕𝟓 0.2060 −0.9002 0.8918 0.5517  
𝟎. 𝟎𝟐𝟐𝟐 1.0222 0.0403 −0.1070 −0.1 0.6444 

 
The number of function evaluation is lower and 
almost two-steps in nature, and is computationally 
more efficient compared with the classical RK5 
method. 

The Modified Method 
Consider the random initial value problem: 

{
𝑥′(𝑡) = 𝐹(𝑡, 𝑥(𝑡)),

𝑥(𝑡0) = 𝑋0
                                        (6) 

where 𝑋0 is a random variable has a known 

probability distribution with density 𝑃𝑟 (𝑋0). Here, 
the technique of selecting a random sample from a 
particular distribution was used and the IRK5 
method was modified to solve these kinds of 
problem. (See Figure 1). 

 
Fig. 1: The process of obtaining the random 

solution using a sample drawing from the 
population. 
 
Now, assuming that the set 𝑆0 = {𝑥0

𝛼 ∶  𝛼 ∈ 𝐼, 𝐼 ⊂ ℕ} is 
a random sample drown from the population of 𝑋0. 
In fact, the reactions of those included in the 
sample should agree reasonably well (but not 
necessarily exactly) with the population. However, 
it can be saying this because the basic concepts of 

probability allow us to make an inference and draw 
conclusions about the characteristics of the 
interested population from which the sample was 
drawn. Therefore, the IRK5 method that defined in 
equations (4) and (5) can be modified as: 
 
𝑥𝑛+1
𝛼 = 𝑥𝑛

𝛼 + ℎ(𝑏1𝑘1
𝛼𝑏−1𝑘−1

𝛼  

                  +∑𝑏𝑖(𝑘𝑖
𝛼 − 𝑘−𝑖

𝛼 ))

𝑠

𝑖=1

       ; 𝛼 ∈ 𝐼         (7) 

where  𝑛 = 1,2,… , 𝑁 − 1, and 

{
 
 
 
 

 
 
 
 

𝑘1
𝛼 = 𝐹(𝑡𝑛, 𝑥𝑛

𝛼)

𝑘−1
𝛼 = 𝐹(𝑡𝑛−1, 𝑥𝑛−1

𝛼 )

𝑘𝑖
𝛼 = 𝐹 (𝑡𝑛 + 𝑐𝑖ℎ, 𝑥𝑛

𝛼 + ℎ∑𝑎𝑖𝑗𝑘𝑗
𝛼

𝑖−1

𝑗=1

)

𝑘−𝑖
𝛼 = 𝐹(𝑡𝑛−1 + 𝑐𝑖ℎ, 𝑥𝑛−1

𝛼 + ℎ∑𝑎𝑖𝑗𝑘−𝑗
𝛼

𝑖−1

𝑗=1

)

          (8) 

for 𝑖 = 2,… ,5, 𝑐𝑖 ∈ [0,1], 𝑐𝑖 = ∑ 𝑎𝑖𝑗
𝑖−1
𝑗=1 , 𝑖 = 2,… ,5, and 

𝛼 ∈ 𝐼. The parameters in equations (7) and (8) are 

defined in Table 1 and Table 2. The set 𝑆𝜁 

represents a sample of the population of the 
random approximation at any iteration 𝑡𝜁, 𝜁 =

1,2,… , 𝑁 − 1 (See Figure 1). 
 

Pr(𝑥) =

{
  
 

  
 
0,                                     𝑥 < 𝑎
2(𝑥 − 𝑎)

(𝑏 − 𝑎)(𝑐 − 𝑎)
    𝑎 ≤ 𝑥 ≤ 𝑐

2(𝑏 − 𝑥)

(𝑏 − 𝑎)(𝑏 − 𝑐)
    𝑐 ≤ 𝑥 ≤ 𝑏

0,                                    𝑥 > 𝑏

                 (9) 

The cumulative distribution function is given by 

𝐶𝐷𝐹 =

{
  
 

  
 

(𝑥 − 𝑎)2

(𝑐 − 𝑏)(𝑏 − 𝑎)
𝑎 ≤ 𝑥 ≤ 𝑐

1 −
(𝑏 − 𝑥)2

(𝑏 − 𝑐)(𝑏 − 𝑎)
𝑐 < 𝑥 ≤ 𝑏

1 𝑥 > 𝑏

     (10) 

The Modified Method 
In the following numerical simulation, nonlinear 
random initial value problem is used to investigate 
the effects of considering the initial condition 
distributed as a triangular distribution. 
Consider the initial value problem: 
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{
𝑥′(𝑡) =

𝑥 cos (𝑡 + 𝑥)

2
,   𝑡 ∈ [0,20] 

𝑥(𝑡0) = 𝑋0

               (11) 

where 𝑋0 is a random variable distributed as 
triangular distribution with minimum value 0.5, 
maximum value 1.5 and mode 1. The algorithms in 

equations (7) and (8) are applied to solve the RIVP 
(11). The random solutions is approximated as 
shown in Figure 2. The behavior of the probability 
density function of the initial state with known 
statistical properties will affect the behavior of the 
probability density function of the random solution 
at any time.  
The determination of this family of distribution 
functions constitutes the solution that will be 
obtained numerically since the problem (11) has no 
closed form solution. 
 

 
Fig. 2: The random behavior of the RIVP over time 
Note that, for every specific time 𝑡, the PDFs can be 
numerically obtained which generally describes the 
distribution, relative likelihood and the 
probabilistic behavior of the solution. Figure. 3 
illustrates the PDFs of the random solution at 
different iterations which is initially symmetric 
around the mean and takes different shapes over 
time.    
The cumulative distribution function is another 
useful way to describe the distribution of the 
random solution. It can be calculated via the 

probability distribution function which is helpful to 
characterize the probability measurement 
underlying the random variable by integrating the 
probability density function; that is, it gives the 
probability that the variable will have a value less 
than or equal to any selected value. In the current 
study, the cumulative distribution functions of the 
solution is numerically obtained where its curves 
allow us to infer whether the distribution has low 

or high degree of kurtosis which will accordingly 
give us more information about the random 
solution. The movement of the cumulative 
distribution function of the solution over time is 
illustrated in Figure 4.  

 

Fig. 3: The PDFs of the random solution at different 

time. 

 

Fig.  4: The CDFs of the random solution at 
different time. 
In addition, determining the probability density 
function of the random solution enables us to 
determine a number of the statistical properties 
associated with the solution, such as the moments 
of the solution. The moments especially the mean 
and the variance are surely among the most 
important features associated with the random 
solution.  

Figure 5, 6 and 7 shows the mean, the variance and 
the range of the random solution. It can be seen 
that the mean curve follows the crisp solution at 

the initial condition 𝑥0 = 1. The behavior of the 
variance takes its maximum at 𝑡 = 0 and decreases 

over time. The range, which calculates the distance 
between the minimum and the maximum values 
over time, is also has its maximum at the beginning 
and becomes smaller over time. That means 
whichever value you pick in that interval is going 
to be close to the true value.    
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Fig.  5: The mean of the random solution over 
time 

  

Fig. 6: The variance of the random solution over 
time 

 

Fig.  7: The range of the random solution over 
time 

 

Conclusion  
The modified Improved Runge-Kutta method of 

order five for solving random initial value problems 
was developed in this paper. The technique of 

drawing sample from known statistical distribution 
to compute the random solution was incorporated. 
The triangular distribution is chosen to be the 
initial condition of the differential equation. 
Numerical simulation is carried out and some 
properties about the moments is marked. 
Moreover, the solution of the differential equation 
will not be classical; it will take the form of 
randomness that is limited by the range, which is 
different over time. In general, the results showed 
that, although the randomness is introduced in one 
area of the differential equation, the crisp behavior 
of the solution are randomly affected. 
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