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The demand for energy, particularly electricity, has been rising rapidly around the world and plays an
important role in socio-economic development, especially in developing countries. Electricity load
forecasting is a key task in power plant planning, as well as in efficient operation and sustainable growth
of modern electricity distribution networks. This is to make Balancing the relationship between electricity
demand and supply. The main purpose of this study is to investigate the impact of meteorological factors
such as temperature, relative humidity and wind speed on short-term electricity demand forecasts in
Libya. A model has been developed by means of multiple regression analysis and trend method
techniques. It was found that there is a good correlation between the factors and electricity use. Since the
final model exhibits some little deviation, this approach has proven to be helpful for predicting Libya's
electricity consumption. The findings are analyzed and discussed in order to offer recommendations for
using this approach for forecasting the short-term demand of electricity.
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Introduction

Electricity load forecasting is a key task in power plant planning, as
well as in efficient operation and sustainable growth of modern
electricity distribution networks. Forecasting short-term power
demand is also of great interest to power supply companies as it helps
ensure a balance between supply and demand. Short-term load
forecasting is a critical component of an energy management systems.

The precision of the predicted system load has a direct impact on the
outcomes of a short-term operation planning process and security
analysis. In other words, the Forecast of short-term load demand
significantly affects the reliability and economics of power system
operations. Uncertainty is a unique feature of the electric energy
sector. Decisions are not usually based on predictable outcomes, but
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some factors that influence decision making can be predicted with
some degree of confidence using data from a variety of sources [1, 2].
In order for society to properly plan this critical infrastructure to
achieve the desired growth rate, a rapid increase in demand needs to
be properly recognized.
Many factors such as customer type, demographics, population, GDP
growth, and social activity can have a significant impact on load
demand. The impact of all these factors should be studied to improve
the accuracy of the load forecasting model. Over the years, several
studies have investigated the characteristics and factors affecting
energy consumption in order to develop electricity demand forecasting
models [3-13]. Reference [3] used an econometric model with a log-
linear demand function to study the monthly electricity consumption
of private customers during the summer months from 1972 to 1975.
As aresult, it was found that the factors affecting power consumption
are the weather, the actual price of power, and the need to save energy.
Although this reference is old, it is still applicable to traditional
modeling tasks. In [4] a detailed comparison of numerous practical
algorithms (sinusoidal regression, polynomial regression, ANNs and
machine learning) for short-term demand forecasting was provided.
the electric load was displayed in terms of two variables: temperature
and calendar days. Case studies were presented. In [5], four different
methods for short-term load forecasting applications were considered.
The SARIMAX and SARIMA models achieved poorly as compared
to the ensemble model. The results were reasonable because SARIMA
failed to record the different seasonality of the data. Furthermore,
using temperature as an exogenous variable did not appear to
significantly improve predictions. As an alternative, ensemble
methods, especially GBRT, provided more accurate predictions.
GBRT achieved better forecasting compared to other models due to
easy control over the bias-variance trade-off in estimating the given
predictive data. According to results of earlier studies [6-8]., there are
numerous variables that affect power demand, including population
density, economic structure, season, month, day, time of day, and
climate change Temperature was measured in [9,10]. Included as an
exogenous predictor. In both cases, temperature acted as a contributing
factor to model performance.
The main purpose of this study is to investigate the impact of
meteorological factors such as temperature, relative humidity and
wind speed on short-term electricity demand forecasts in Libya.
In this paper the impact of meteorological factors such as temperature,
relative humidity and wind speed on short-term electricity demand
forecasts on the Libyan Power Grid has been investigated using
multiple regression approach.
Methodology and Assumptions
In this paper a multiple regression analysis and trend techniques have
been used. The multiple regression model input dataset used to
forecast the peak load demand includes historical load and weather
data, which are described as follows.
1. peak load

The electricity peak load data are obtained from General Electricity

Company of Libya (GECOL), including historical peak load of the

Libyan electric network with an hourly basis for about 12 months

starting from January 2017.

2. Weather data

The weather datasets are obtained from the Weather and Climate -

The Global Historical Weather and Climate Data [11]. The raw

weather data include temperature, wind speed, and humidity, with a

daily Observations for about 12 months starting from January 2017

to December 2017.
The methodology followed in this study to perform the short term
forecasting of the peak load can be summarized as follows:

1- Getting the historical data of peak load and weather data (T,
H and W), for each month of the year 2017.

2- Calculating the average monthly maximum hourly basis
demand (peak load) of twelve months hourly basis of the
Libyan electric network with an hourly basis for about 12
months.

3- The proposed model for one month for each season will be
tested, namely January 2017, April 2017 August 2016,
October 2017, , and April 2017 which represent the winter
spring, summer and autumn respectively.

4-  Perform the multiple regression analysis by using Minitab
statistical software package to describe the relationship of
statistics between dependent variable and the explanatory
variables

5- determine the multiple regression model for the first week of
January 2017, which represents the relation between PL with
respect to explanatory variables (T, H, W).

6- A regression model obtained from past dates from week 1 of
January 2017 will be used in week 2 of January 2017 to
predict daily peak loads given the predictable weather data
for that week (T, H, W).

7- A diversity of statistical tests will be used to verify the
developed model.

8- Conclusions will be drawn from the work. finally,
suggestions for a future work have been presented.

Results and Discussion

The performance of the proposed technique is evaluated on the
collected datasets. Fig. 1 presents one week of Libya’s historical
hourly load data from, 1%t January 2017 to 7t January 2017. We can
clearly see that the load series exhibits daily seasonality
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Fig. 1.: Libya’s hourly load time series for 1 week from, 1st

January 2017 to 7th January 2017
A multiple regression model proposed to predict peak load power
consumption using meteorological data is:

Yy =Bo+ 1 X1 + P2 X2 + Paxste @
Where:
y is the dependent variable. X1, X2, X3 are the explanatory variables.
The parameters i1, B2 and Pz are the parameters relating x’s to
dependent variable (y), denoted by xi, x2 and X3 respectively
(regression coefficients), Bo is the y-intercept, and € is a random error
component that reflects the difference between the observed linear
relationship and the fitted linear relationship.
In our model, y represents the peak load of electricity consumption
(PL), and x1, x2 and X3 represent temperature T, humidity H and wind
speed respectively.
A regression model obtained from past dates from the 1% week of
January 2017 can be used in week 2 of January 2017 to estimate
daily peak loads given the expected weather data for that week (T, H,
W). The daily peak load (PL) and the explanatory variables (weather
data T, H, and W) for the first week of January 2017 are shown in
Table (1).
The electricity demand is assumed to be a function of a weather data.
The regression model used in a multiple regression follows

PL = f(T,H,W) @)

Where: PL represents the electricity peak load. (MW), T represents the
temperature, H represents relative humidity and W represents wind
speed.

Table 1: First week of august 2017 data

Day Peak Load Temperature  Humidity Wind speed
MW Cc° % km/hr
1 5943.79 12 70 8
2 5973.75 12 59 14
3 6075.5 12 50 21
4 6103.5 13 44 22
5 5979.92 13 44 23
6 5952.58 12 57 35
7 6247.54 12 61 32
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Forecasting of Population using Logistic Model

The fitted regression that represents the electricity peak load demand
are obtained by multiple regression using the first week of January
2017 data. The multiple regression equation of peak load demand is
presented in equation (2). The Minitab output for a multiple regression
is shown below in Table (2).

day j is predicted using the demand for day j- 1.

The coefficient of determination R? is 0.9514 which indicates that
95.14% of the variation in the temperature is around its mean,
explained by explanatory variable (D). Figures 2, 3, 4 and 5 show
results of the Month of January, April, and November of the year 2017
respectively.

Y = 7386-103T-328H+43.8W 3
Table 2: The Minitab output for a multiple regression
Regression Equation
Y = 7386-103T-328H+43.8W
Model Summary
S R-sq R-sq(adj) R-sq(pred)
91.0348 85.88% 71.76% 0.00%
Analysis of Variance
T-
Source DF AdjSS Adj MS F-Value P-Value Value
Regression 3 151192 50397.2 6.08 0.048 12.02
T 1 644 644.4 0.08 0.798 -0.28
H 1 80084 80084.0 966 0.053 -3.11
w 1 74232 74232.1 896 0.057 299
Error 3 24862 8287.3
Total 6 176054

The values of S and R? in Table Il represent the standard deviation and
is the determination coefficient respectively.
The F-test (F=6.08, p=0.048) shows that the model as a whole reflects
the true association between the dependent variable y (PL) and the
independent variables (T, H and W) as a group. A t-test for each
coefficient indicates that temperature T, humidity H and the wind
speed W contribute well to the model (t=-3.11, p=0.053 for H and t=-
2.99, p=0.057 for W). The power consumption model developed is
good with an adjusted R? of 0.859, but a better model may exist as the
adjusted R? is less than 0.717 as shown in Table (2). The coefficient
of determination R? is 0.8588 which indicates that 85.88% of the
variation in peak load is around its mean, explained by explanatory
variables.

1. Weather Data Forecasting
In order to forecast the peak load for the second week of the same
month, the weather data will be forecasted using trend method, The
peak load can then be estimated by inserting the forecast weather data
from Table (3) into the regression model of (2). The Minitab output
for the regression equation of temperature is presented in equation (3).
T=16.86 - 6.524 D + 2.024 D2 - 0.1667 D"3 (4)
The model summary for the regression equation of temperature for the
second week is shown in table (4)

Table 3: Data forecast for the second week of January2017

Day (D) Temperature Humidity ~ Wind speed km/hr
c° %
1 12 65 26
2 11 65 26
3 11 61 22
4 12 55 17
5 14 52 13
6 15 54 12
7 13 65 18
Table 4: Model summary
S R-sq R-sq(adj)
0.471405 95.14% 90.28%

The steps performed in the second week of January 2017 can be
consistently applied in the next few weeks of the same month by
incorporating the Week 2 model into Week 3, Week 3 into Week 4,
and so on. In other words, with this approach, the daily demand for
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Fig. 2.: Actual and Predicted Peak load for 4 Weeks of Jan. 2017
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Fig. 3.: Actual and Predicted Peak load for 4 Weeks of Aug. 2017
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Fig. 5.: Actual and Predicted Peak load for 4 Weeks of Oct. 2017

Conclusion
Forecasting of Electricity power demand is a key process in the
electric power industry, as it provides the foundation for making
decisions in electric power system operation and planning. short-term
electricity peak load forecasting in power systems is a complicated
task because it is affected directly or indirectly by various factors
primarily associated with the meteorological factors such as
temperature, relative humidity and wind speed. This study looked into
how weather variables affected forecasts for Libya's short-term peak
load electricity consumption. The multiple regression analysis and
trend techniques over a period of a week have been used to develop
the model. with this method, the daily demand for day j is predicted
using the demand for day j- 1. The findings of the daily peak load
forecasting clearly indicate that the weather is a significant factor
affecting the demand of the electric system. Further studies on the
application of artificial intelligence for this task might be used to
forecast electricity demand with greater accuracy.
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