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Abstract An important component of many data mining projects is finding a good classification algorithm; 
Case Slicing Technique (CST) is a classification algorithm based on program slicing techniques is examined 
in solving the classification problems in medical domain. The technique is experimented with three medical 
datasets, Hepatitis Domain (HEPA), Heart Disease (CLEV) and Breast Cancer (BCO) datasets. The 
experimental results are compared with other classification algorithms, K-Nearest Neighbor (K-NN) and Naïve 
Bayes (NB). The experimental result shows that the slicing technique is a promising classification algorithm 
in solving the decision making in medical classification problem. 
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Introduction 
Slicing is a method used by experienced computer 
programmers for abstracting from programs. 
Starting from a subset of a program's behavior, 
slicing reduces that program to a minimal form 
which still produces that behavior. The reduced 
program is called a slice.  
Slicing of programs is performed with respect to 
some criterion. Weiser [1] proposes as a criterion 
the number i of a command line and a subset V of 
program variables. According to this criterion, a 
program is analyzed and its commands are 
checked for their relevance to command line i and 
those variables in V. However, other authors have 

defined different criteria [2-5].  

Program slice contains all statements that could 
have influenced the value of a variable of interest 
at some program points. 
The case slicing classifier is extended to program 
slicing technique but when we slice a case we are 
interested in automatically obtaining that portion 
‘features’ of the case responsible for specific parts 
of the solution of the  case at hand. By slicing the 
case with respect to important features we can 
obtain new case with a small number of features 
or with only important features [6], [7].  
The rest of this paper is organized as follows: The 
case slicing technique and other related terms are 
reviewed in section 2. A short description of 
selected early related classification algorithms are 
featured in section 3. The experimental results 

and the conclusion are discussed in section 4 and 
section 5 respectively. 

Case Slicing Technique And Related Terms 
Case Slicing Technique (CST) is a classification 
algorithm based on program slicing techniques 
which  helps in identifying the subset of attributes 
used in computing the similarity measures 
(needed by the classification algorithm) for more 
details on this algorithm see[7]. 
When we slice a case we are interested in 
automatically obtaining that portion ‘features’ of 
the case responsible for specific parts of the 
solution of the  case at hand. By slicing the case 
with respect to important features we can obtain 

new case with a small number of features or with 
only important features. 
Conceptually, case slicing algorithm is a variation 
of the nearest neighbor algorithms. It compares 

new cases to the training cases in the data file, 
and computes the similarity between the new 
cases and training cases to classify the new cases. 

1. Case Representation 
In a typical supervised machine-learning task, 
data is represented as a table of examples or 
instances. Each instance is described by a fixed 
number of measurements, or features, along with 
a label that denotes its class. Features (sometimes 
called attributes) are typically one of two types: 
nominal (values are members of an unordered 
set), or numeric (values are real numbers).  The 
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case slicing algorithm requires a set of past cases 

as the input, and this data set is represented as a 
relational data file. Each case is a record in this 
data file, and consists of two parts. The first part 
is used as the predictors for the value of the 
second part which is the goal variable for more 
details see [8]. 

2. Calculating the weights  
In case slicing algorithm the weight of each 
feature in classifying the new case is calculated by 
using simple conditional probabilities. It assigns 
high weight values to features that are highly 
correlated with the given class using   

 aa iCiw P  )(      (1) 

That is, the weight for feature a for  a class c is 
the conditional probability that a case is a 
member of c given the value to a  where P(C|ia) is 
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a
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3.  Slicing Criteria  
After the weight is assigned to each feature in the 
case at hand and to cases in the database, then 
the important features which has high weights are 
selected as a slicing criteria. 
 

Selected Classification Algorithms 
In this section only a brief description of the 
selected classification methods is given here, more 
information can be found in [9], [10] and [11] for 
K-NN and NB respectively.  

1. K-Nearest Neighbor (K-NN)  
The basic idea of the K-Nearest Neighbor 

algorithm (K-NN) is to compare every attribute of 
every case in the set of similar cases with every 
corresponding attribute of the input case. A 
numeric function is used to decide the value of 
comparison. Then the K-NN algorithm selects a 
case, which has the highest comparison value and 
retrieves it [9], [10] 
K-NN assumes each case X= {x1, x2…xn, xc} is 
defined by a set of n (numeric or symbolic) 
features, where xc is x’s class value. Given a query 
q and case library L, k-NN retrieves the set k of q’s 
k most similar (i.e., least distant) cases in L and 
predicts their weighted majority class as the class 

of q [12] Distance in K-NN is defined as in 
equation (1) below : 
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Where wf is the parameterized weight value 
assigned to feature f   as in equation (2) below: 

 af iCw P                                   (2) 

That is, the weight for feature a for a class c is the 
conditional probability that a case is a member of 

c given the value to a where P(C|ia) is defined in 
equation (3); and the difference between x and q 
can be calculated as in equation (4). 
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In the equation (2) k-nn assigns equal weights to 
all features (i.e. ∀f {wf = 1}). 

2.  Naïve Bayes (NB)  
The estimates of the probability masses are used 
as input for a Naïve Bayes classifier. This 
classifier simply computes the conditional 
probabilities of the different classes given the 
values of attributes, and then selects the class 
with the highest conditional probability. If an 
instance is described with n attributes ai (i=1…n), 
then the class that instance is classified to a class 

v from set of possible classes V according to a 
Maximum A Priori criterion (MAP) Naive Bayes 
classifier can be defined as in equation (5):  

)v|a(p)v(pmaxargv ji

n

1iVv j


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              (5) 

The conditional probabilities in the above formula 
are obtained from the estimates of the probability 
mass function using training data. This Bayes 
classifier minimizes the probability of 
classification error under the assumption that the 
sequence of points is independent [11].  

Experimental Results 
In this section the results of several practical 
experiments are presented to examine the 
performance of the case slicing algorithm and 
other selected classification algorithms on medical 
datasets. 

1.  Selected Data Sets 
We have selected three medical datasets in this 
study. The datasets are Hepatitis Domain (HEPA), 
Cleveland Heart Disease (CLEV), and Breast 

Cancer (BCO) datasets. These datasets were 
chosen to evaluate the case slicing algorithm 
capabilities under controlled conditions for 
specific data characteristics. The datasets were 
drawn from the UCI-Irvine repository of machine 
learning databases [13]. Some characteristics of 
these datasets are shown in Table 1.  

 
Table 1:  Characteristics of the selected 
datasets. B = Boolean, C = Continuous, D = 
Discrete 

Datasets 
No. Of 
Data 

Type & No. Of 
Attributes 

No. Of 
Classes 

CLEV 303 9D, 6C       (15) 2 
BCO 699 13B, 6C      (19) 2 
HEPA 155 13 B, 6 C     (19) 2 

 
2. Results and Discussion  
The Hepatitis Domain (HEPA), Breast Cancer 
(BCO) and heart disease (CLEV) data sets obtained 
from UCI machine learning repositories and 
domain theories [13] are experimented, Figure 1 
shows the classification accuracy achieved by the 
different classification algorithms. 
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Figure 1. Comparison of the 10 folds cross-
validated classification accuracies of classification 
techniques relative to the Case Slicing Technique 
(CST) 

 

Conclusion 
We have presented and discussed the Case Slicing 

Classification Technique (CST) in solving the 
classification problems in medical domain. The 
study tested the technique on three medical 
datasets.  The experiment shown that using the 
CST indeed improves the accuracy of 
classification. The results are particularly good for 
domains which do contain many irrelevant 
features.  
We evaluated the performance of the case slicing 
technique by comparing it against with K-Nearest 
Neighbor (K-NN) and Naïve Bayes (NB) algorithms 
on a three medical datasets. The datasets we have 
selected are very good choice to test and evaluate 
the slicing technique because in the selected 
datasets there is a good mixture of continues, 
discrete and Boolean features. In all the 
experiments reported here we used the evaluation 
technique 10-fold cross-validation, which consists 
of randomly dividing the data into 10 equally, 
sized subgroups and performing ten different 
experiments. We separated one group along with 
their original labels as the validation set; another 
group was considered as the starting training set; 
the remainders of the data were considered the 
test set. Each experiment consists of ten runs of 

the procedure, and the overall averages are the 
results reported here. The criterion of choosing 
the best classification approach is based on the 
highest percentage of classification.   
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