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Abstract The representation of data in the fields of data mining and machine learning often uses many 
features, only a few of which may be related to the target concept. Many feature subset selection (FSS) 
algorithms have been proposed, but not all of them are appropriate for a given feature selection problem. The 
purpose of this paper is to eliminate the number of features by removing irrelevant once. Choosing a subset of 
the features may improve the performance of classification accuracy. To achieve this purpose, slicing technique 
used to reduce the number of features in some selected datasets. The experimental results indicate that the 
performance of proposed feature selection scheme is very good compared with other approaches which are 
RELIEF with Base Learning Algorithm (C4.5), RELIEF with K-Nearest Neighbour (K-NN) and RELIEF with 
Induction of Decision Tree Algorithm (ID3), which are mostly used in the feature selection task. 
Keywords: Feature selection, data mining, classification, accuracy, slicing techniques, irrelevant features.
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Algorithm 
Datasets 

C4.5+ 
RELIFE 

K-NN+ 
RELIFE 

ID3+ 
RELIFE 

Proposed 
Algorithm 

BCO 74.37 72.375 71.75 99.30 

GERM 86.42 79.57 86.143 98.00 

VOTING 95.125 93.5 94.625 97.30 

 

 المدخل: مجموعة بيانات للتدريب

 إعطاء اوزان للخصائص

 التشريح بناء على الحالات المهمة

 المخرج: الخصائص ذات الصلة
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