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The Convergence rates of chebyshev Interpolation
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Abstract In this paper we will investigate the convergence of Chebyshev interpolation in terms of Chebyshev
polynomials. In particular, if the function f(x) extends to an analytic function in a region bounded by an
ellipse, then we may obtain an upper bound on the error of interpolation using zeros and extrema of
Chebyshev polynomials.
Keywords: Chebyshev polynomial, Chebyshev interpolation, Convergence rate.

ISl Ciudinds 3 gaa a8t o lE) Jara

&U‘}j el dlas
L € Rl — o slall A — el )
souad22008@yahoo.com 4l sl
Oy -l adaly 53 sane e Aol ol 1Y apaaaly ALeSiY) Copdinds A0 s 3 o) (e (BT A8 )6l o B adlal)

CCindindl 3gn 35S saa alasialy Uadll A Y1 aal) aas

ALY Candiand 300 san (Candinndi 3 san (o, Jane tdialidal) clalsl)

Introduction

As known, the Chebyshev polynomial of the

first kind of degree n is defined as:

Tn(x) = cos(n cos-1 X) = cos nb, (0.1)
where x =cos 0, -1<x<1,0<0<m,andn
is a non negative integer [2].

The Chebyshev polynomials Tn(x) satisfy

[ Tax)| < 1.

This follows from the bound

-1 <cosx=<1,

which leads to

[ Tn+1(x) —Tn-1(x)| <2. (0.2)

The Chebyshev polynomial Tn(x) of degree n =
1 has n zeros on the interval [-1, 1]. The

zeros x; are given by:

@j-1)
2n
Moreover, the extrema, or points x; such that

Ta(x;)= (1)) are given by:

X;=co0S m, j=1,...n
=cos (457)

x=C0s (%), j=1,..n
All roots are real and lie in the interval [—1,1].
The extrema are preferable for interpolation
in practical uses, because they include the
boundary points.
Theorem 0.1 [4] A function f (x) on [-1,1] that
satisfies the Lipchitz continuity condition can be
expanded as a Chebyshev series

fO) =2+ 20 g Te(), (0.3)
which converges uniformly and absolutely on

[-1,1] , where

a = fjlf%") dx, k> 1 (0.4)

The Chebyshev polynomials have interesting
properties that make them a very attractive tool to
minimize the maximum error in uniform
approximation.
1.Convergence Rate
The convergence of Chebyshev series is
determined by a property of the function f(x).

In [4], Trefethen has shown that if the function f

is smooth, then its Chebyshev expansion
coefficients decrease rapidly. Two notions of
smoothness were considered: an rt derivative
with bounded variation, or analyticity in a
neighborhood of [-1,1].

Theoreml.1 [8,p.66] The truncation error
when approximating a function f(x) in
terms of Chebyshev polynomials satisfies

f@-f@Is ) a
k=n+1

If all a; are rapidly decreasing, then the error is
dominated by the leading term ay,;Ty41-
The coefficients a; for k>n+1 are negligibly
small, where the rest of the terms will be
neglected if a,,, # 0.
Theorem 1.2 [4, p.51] If f,f',...f" Y are
absolutely continuous for r 2 0 on [—1,1], where
the r derivative f™ has bounded variation V
= [IfMI, then the coefficients of the Chebyshev
series satisfy the fallowing inequality

2V

nnk(k—1)..(k—1)

foreachk = r + 1.
Theorem 1.3 [4, p.51] Let a function f be
analytic on [-1, 1] and analytically continuable
to the ellipse Ep:={z€C:z=p (e + e)/2,0
€[0, 2n)} in which |f (2)| £ M for some M . For
all k =2 0 the Chebyshev coefficients ar of f
exponentially decay as k — «© and satisfying
| ax| <2Mp~*, p>1. (1.6)
Theorem 1.4 [4, p.53] If f is absolutely
continuous for r 2 0 on [-1, 1], where the rth
derivative f (r) has bounded variation V =
If @I, then the Chebyshev truncation satisfies

If = full < =2~ (1.7)

nr(n—-r)"

lax| < (1.5)
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Theorem 1.5 [4, p.58] Let a function f be
analytic on [-1, 1] and analyticall continuable to
the open ellipse E,, in which |f| <M for some M
. Then the Chebyshev truncation error satisfies
If = full < =2 (1.8)
2.Polynomial and
interpolation
An interpolating polynomial can be
constructed easily wusing the Lagrange
formula [1]

Chebyshev

p(x) = X0 fil; (%) (2.9)

where the Lagrange polynomials basis L; is:
L: ()=, X=Xk 1

=Tl =5 (2.10)

Ljare polynomials of degree n that have the
property
_(Lifj=k
LiGad) = {0, ifj # k.

The Lagrange interpolation formula is
useful for theoretical interest but not
appropriate in practice [3]. Let us define
L()=TT—o(x — x¢) (2.11)

If the interpolation at Chebyshev points or

extrema ,then

L(0)=Tyor L() = Ty (%) = Tp1 (%)

respectively.See also [4]
Given a function f that is interpolated at
n + 1 points in term of Chebyshev
polynomials and that satisfies the
interpolation condition pn(x)=f(x7), we have
the following theorem:
Theorem 2.1 [4] Let f (x) be a Lipschitz
continuous function on [-1, 1], where
f () = Xizo ak Te(x), (2.12)
Then the function f (x) can be presented by
interpolation in Chebyshev points as

= XiZo bk Tk(x)’ (2.13)

where by = Z] of (%) Tie(x;), % = cos (] )

and

Pn = Zk=oCk Tk(x)’ (2.14) .y el
- oo f(x)Te(x;), %; = cos (( ;nl)) TT.
Here ax are the exact coefficients, and bk
and cxk are coefficients of pn. The symbol “
means that the first and last terms are
halved.

The coefficients of truncated Chebyshev
series and Chebyshev interpolations can
be obtained by means of orthogonality
properties of Chebyshev polynomials for
both continuous and discrete. Now, we
discuss the relations between the
coefficients ax , bx and ck.

Theorem2.2 Let f(x) be a Lipschitz continuous
function on [-1, 1] and let bx and ck be the
coefficients of the Chebyshev interpolant
defined in (2.13) and (2.14). Then and

b = ax + Xn=1%mn-k T Qmn+k (2.15)

Ck =apt+ ZmzlaZm(rHl)—k + Gomm+1)+k -nm

(2.16)

proof By using (2.12) and (2.13) we have

where ¢, =

nrr nrr

Zf(x])Tk = Z akz Cosﬂcos]p—ﬂ

By the orthogonahty relat10n

n n
ik ipt = ifp = =
Zcosl—cos]% _ {Z,U‘p 2mn+km=1,2,

= 0, otherwise

We have
Tk( ) = cos (k])n—cos=

= Tomntk (x])
Therefore, we have the following relation
between the coefficients ax and bk

bk = ag + Z A2mn-k + A2mn+k
m=1
Since the infinite sequence bk is semi-
periodic with period 2n and bx=bon-kx, only
the first n+1 terms bo, b1, ' -, bn are unique.
In case of Chebyshev zeros of the first kind, by the
orthogonality relation

- jkm jpm
E COS—— COS— =
; n n

Jj=0
D™ +1 .
{f,lfp =2mntkm=12,..

0, otherwise
And we have
Ti(x;) = COSM
= (- l)mcos
= (D™ Tommen)+r (%))

This comes from the fact that Chebyshev

polynomials have the same values on n + I

points

(Tx , Tonx,2n+k, T4n-k ., T4n+k, ).
Theorem 2.4 [5] Assume that x;, j=0,...,n are
distinct points in [a,b] and that f(x) is a function in
C™1 [a,b] and |f™*1|< M. Let p,be a sequence of
polynomial interpolating f. Then for each x €
[a, b], there is (e (a, b) such that
If (x) =P (0] < (2.17)
The choice of Chebyshev points minimizes the
terms [Jr—o(x —x) on [-1,1].
This choice ensures uniform convergence for
a Lipschitz continuous function f This
condition is more important than the
condition of continuity of the function f.
Theorem 2.5 Let f (x) be a continuous function
on [a, b] and let pa(x) be interpolant polynomials
of f at Chebyshev zeros. Then the error is
given by

2(b-a)

If =Pulle < | 5miel]_ ™ Ol 218
Similarly, the error at Chebyshev extrema is
given by:

If = palle < ||z 1@l (219)

Main result

Now, we will investigate the interpolation
convergence bound at zeros and extrema of
Chebyshev polynomials:

Theorem 2.6 Let f be a bounded analytic
function such that |f (z)] < M in the region
bounded by an ellipse with foci £1 and major
ptpt p=p~*

2 2

and minor semi-axis b=

semi-axis a=

summing to p > 1. Then
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2M,/p? + p~2
(3G +pD=1) (" =p™

where pn(x) is the polynomial interpolant at
Chebyshev zeros.

proof Let E, be an ellipse enclosing the
interval [-1, 1] in its interior and let f (z) be an
analytic function within E,. Since the points
are zeros of Chebyshev polynomials, then the
error of the Lagrange interpolation for f (x) at
these points can be expressed as

_ Ta(x) f(2)
f=pn= 2mi pr Ty (2)(z—x) dz (220)
Let I(Ep) be the arc length of Ep and M=
’Z"E“é [f(x)]. Then I(Ep) is given by
2
() = [ 17 @)1ao

0

If = palleo <

since
i o] 1
|z'(6)] = |§(pele - pe‘L9)| <5(p-p™)

We obtain the estimation;
l(Ep) = m\/p? +p2
For zeEp,|z—x| is greater than or equal to the
minimum distance from Ep to the interval [-1,
1]. Thus for zeEp
1
lz—x|=a-1 =E(p+p‘1)—1=
pl/2_p=1/2 2

2( 2 ) ’ L '
To estimate |T,(2)|, let z=7 (p+p~) Then we
have
Tn(Z) — %(pneinB + p—ne—ine).
Thus

1
T.(2) = 3 [(p™ + p~™)cosnb + i(p™ — p~™)sinnd]

Then

1
T, (2)| = E\/pzn + p~2n + 2c0s2nf
For cosf =1, we have |T,(x)| = %(p" +p™™), and for
cosf = —1, we have |T,(x)| =§(pn — p™™). Then

2" = p ™ ST () <5 (™ +p7™).
Therefore
2M 02 + p-2
If = Pulls < rp
( (p+p‘1)—1)(p —-p™™)

We can also obtain a slightly different
estimation:
Theorem 2.8 Let f be a bounded analytic
function such that |f (z)] < M in the region
bounded by an ellipse with foci +1 and major
and minor semi-axes summing to p >1. Then

2M,/p? + p~2
If = Palleo <

( (p+p‘1)—1)(p p~ (P —p™™)
where pn(x) is the polynomial interpolant at
Chebyshev extrema.
proof In order to obtain the estimation we
choose

Dn(x) = Tpyq () — Ty (%)

The error formula for extrema is
f —DPn
_ Thiq (x) — Tn—l(x)f f(2)
2mi E, [TIn+ 1(x) — Tp_1 x)](z — x)

dz

Since ||IT,(x)|lx=1, we have that ||@,,(x)|l, < 2 and
thus
2 f(2)
lf—onl< |- | ==
Jg, Pn(2)(z — x)
Now, in order to estlrnate Tpi1(x) — Thoq(x), We
observe that

L Ths1(X) = Tpo1(x) =
3 [(p—pHcosO +i(p + p~1)sinb][(p"™ — p~™)cosnb
+i(p™ + p~™)sinnb)]
Taking the absolute value, we obtain
[Trs1(x) = T (0| =
\/pz +p72 - 2c052n9\/p2" + p~2n — 2cos2n0d

Therefore, the lower bound is achieved when
cosf =1, and so

1
18, ()] =50 = p (" =p™™)
and the upper bound is achieved when cosf =
—1, and so

1
8, (0)] =5 (0 + P~ D +p™).

Then

2M+/p?+p~2
—_ . S
If=pnll (Glo+p™-1)(o-p ("™

Finally we provide a simpler bound.

,p>1.

Theorem 2.10 Let f (x) be an absolutely
continuous function on [-1, 1], and let pn
interpolates the function f (x) in term of
Chebyshev polynomials. Then

© _ 4V
“f - pn“ < Zk:n+1 A = mkn(n—1)....(n-r+1)

Moreover, if the function f is an analytic for
function which |f(z)|<M in domain bounded
by the ellipse with foci + 1 and major and
minor semi-axis add to p >1, then for n 20,

”f_pn

proof We start as
f—pn=27132<1>
Lien+1 AT ()
where ax , bx and ck are defined in (0.4), (2.15)
and (2.16).
There are three error terms in the above
expression, the last term of which is a
truncated error term.
Therefore, smce 1T, (x)]|o=1, we have

If = pull < Zlak bl ITello +

(o]

+ ) lal Tl

k=n+1

Z|ak bel + |a

The relatlon (2.15) ylelds

ioolax — byl + |an > <Y kens1la]
Then, combining this with the above, we have

ka bel + |a

For Chebyshev Zeros, by usmg (2.16)

||SL_
(p—Dp™

BT ) + (a0 = 2)Talx)  +
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[e5)

>l Tl <

n-1
I = pall < )l = il Tl +
k=0

k=n+1
[e0]
<2 22|au
k=n+1
n [ee] [ee]
<Dla—cl+ D lad<2 Y lad
k=0 k=n+1 k=n+1

From this and by the Theorem 1.2, we get

3}

bt 2V
If —pnll < Z il < Zlnk(k_n___(k—r):

k=n+1 k=n+

2V

an(n—1).(n—r)
And for an analytic function, by the Theorem
1.3

2M 2M

”f - pn” < Z?=n+1|ak| =< Zl?:n+1ﬁ = (p-1)p""

Conclusion: We investigated polynomial
convergence rates for different classes of
functions. The result that obtained show

that: For an r times differentiable function f
with the rth derivatives of bounded
variation, the polynomial interpolant p,
with Chebyshev points in [-1,1] converges
at an algebraic rate. For a function which
is holomorphic and bounded in certain
ellipse, the polynomial interpolant at
Chebyshev points converges exponentially
in the uniform norm.
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