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Abstract The problem of estimation for tail index in extreme value distributions is very important in many 

applications. Statistical methods could be used to select the distribution based on the available data; where 
the initially specified distributions or family of distributions usually depend on unknown parameters and 
these parameters need to be estimated. This paper shows how probability papers plots (PPP) can be used to 
select the most appropriate distribution among the three types of maximum extreme value distribution 
(Gumbel, Weibull, Fréchet). Another objective is to use the PPP for parameter estimation using regression 
method. The last objective is to compare between PPP, MLE and PWM methods to estimate the parameters of 
the selected distribution using two criteria, the mean square error and correlation coefficient. Results of 
using daily maximum of temperature in weather data show that the Weibull distribution is the best 
distribution for each period of this data. Another result finding is that the PPP provide more efficient estimate 
for the shape parameter of Weibull distribution than MLE and PWM methods dependent on mean square 
error. 
Keywords: Extreme Value distribution(EVD), Plotting Position(PP); Probability Paper Plot (PPP). Mean 
squared error(MSE). 
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1 Introduction 
Extreme value theory (EVT) has emerged as one of 
the most important statistical disciplines for the 
applied sciences and widely used in many other 
disciplines over the last 50 years. In [1], EVT 
refers to branch of statistic that deals with 
extreme events. The asymptotic theory of sample 
extremes has been developed in parallel with the 
central limit theory (CLT), and in fact the two 
theories bear some resemblance. The CLT is 
concerned with the limit behaviour of the sums or 
average whereas the theory of sample extremes is 
concerned with the limit behavior of the sample 

extremes ),...,2,1max( nXXX  or ),...,2,1min( nXXX , 

for more details see,[2]. The main limiting results 
in EVT date back to the paper of [3]. The class of 
extreme value distributions (EVD) essentially 
involves three types of EVD that are needed to 
distribution the maximum of the collection of 
random observations from the same distribution 
as defined in section 2. This paper is organized as 

follows: In Section 2, we discuss the three types of 
maximum EVD. In Section 3, we describe the 
Plotting Positions (PP). Probability Paper Plot (PPP) 
for Gumbel, Fréchet and Weibull are presented in 
Section 4. Parameter estimation and distribution 
selection are presented in Section 5. Case study 
and application on real data is presented to 
evaluate the performance of the PPP in Section 6. 
Concluding remarks are given in Section 7. 
 
2 Three Types of Maximum Extreme Value 
Distributions (MEVD) 
 
EVD are usually considered to comprise the 
following three type families: 
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In [1], these three types of distribution are termed 
the extreme value distributions, with types I, II 
and III widely known as the Gumbel, Fréchet and 
Weibull families respectively. Each distribution 

has a location 0  and scale parameter 0 ; 

additionally, the Fréchet and Weibull distribution 
have a shape parameter  . The previous three 

types are obviously with: 0 ; 0
1



  and 

0
1



  respectively. In view of this, and the 

fact that distributions (2) and (3) can be 
transformed to type I distribution by the 

transformations )log(  XZ and )log( XZ    

respectively. Gumbel (Type I) distributions are 
also sometimes called, in earlier writings, doubly 
exponential distributions. The proof of the three 
types of maximum extreme value distributions 
(MEVD) can be found in [4]. [5], it was proposed a 
GEVD that includes the three types distributions 
Gumbel, Fréchet and Weibull can be combined 
into a single family of distribution having 
distribution functions of the form: 
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Where    , 0 ,     

For )0(0   , 0
 
and 0

 
we get Gumbel, 

Fréchet and Weibull respectively. The shape 
parameter  , called the tail index (TI). The three 

limit types have different forms of tail index as 
shown in Fig-1 
 

 
Fig-1: Tail index of three type of MEVD 
 
 

3 Plotting Positions (PP) 

Let nXXX ,...,2,1  are independently and identically 

distributed (iid) random variables having a 

common parametric family of );( xf  and with 

unknown distribution function );( xF . Let 

nnXnXnX :...:2:1  be the observed  order 

statistics in a random sample drawn from );( xF . 

Define the so-called plotting positions: 
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For appropriate choices of 0  and 0 . In [6] 

and [7], plotting positions ( and ,   values ) can 

be chosen empirically (depending on the data, the 
type of distribution, the estimation method to be 

used, etc.). Here we use 0 and 1 ; that is 
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Other alternative plotting positions include: 
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 For justifications of these formulas see, for 
example,[8]. Other references for plotting positions 
include, [9] and [10]. 
4 Probability Paper Plots (PPP) 
The Probability Paper Plot (PPP) is an important 
tool among the graphical data exploration 
techniques which can be used to distinguish 
visually between different tail index of distribution 
functions. We first need to introduce the basic  
idea of  PPP of a two-parameter family of 
distributions consists of changing the random 

variable X  to )(Xh and the probability P  to 

)(Pgv  in such a manner that the cdf become a 

family of straight lines. In this way, when the cdf 
is drawn, a linear trend is an indication of the 
sample coming from the corresponding family. If 
the deviation from the straight line is too strong 
we conclude that the sample comes from a 
different distribution. For example, Let 

nXXX ,...,2,1  be a sample drawn from ),;( baxF  

where a  and b  are the parameters, and let 

nnXnXnX :...:2:1   be the corresponding order 

statistics and nnPnPnP :;,...,:2,:1  be plotting positions 

such as those given in (6-9). To obtain the 
probability plot, we look for a transformation that 
expresses the equation: 

),;( baxFP                             9  

in the form of a straight line 

bxahbaxFgPg  )()),;(()(         10 

or, equivalently, 

bauv                                  11   

where )( pgv   and )(xhu   are called the PPP, 

where the ordinate and abscissa axes are 
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transformed by ):( nipgiv  and ):( nixhiu   as 

defined in equation (9 or 11). The scatter of points 
in the PPP would exhibit a straight line trend with 
positive slope. However, due to the random 
character of samples, even in the case of the 
sample drawn from the given family, one should 
not expect that the corresponding graph will be an 

exact straight line. Thus, if the trend is 
approximately linear, it can be used as an 
evidence that the sample did come from the 
assumed family. We first need to introduce the 
Probability Paper Plot of Gumbel distribution. 
4.1 Gumbel Probability Paper Plot (GPPP) 
One of the most commonly used graphical 
methods in statistics is the PPP. The basic idea of 
PPP of a two-parameter family of distributions 

consists of changing the random variable X  to 

):( nixhiu   and the probability P  to  ):( nipgiv   

as defined in (10) in such a manner that the cdf 
become a family of straight lines. Now, we derive 
the maximal Gumbel probability paper 
plots(GPPP), see,[11] and [12]. When the cdf of 
maximal Gumbel defined in (1) is given by: 
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Let  ),;( xFP  . Taking logarithms twice we get: 
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In the form of straight line comparing with (12), 

we get )]log(log[)( Ppgv  , xxhu  )( , 



1
a and 




b . which shows that the 

transformation (14) transforms (13) to the family 
of straight lines 
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Thus, in a maximal GPPP, the ordinate axis need 

to be transformed by )]log(log[ Pv  , whereas 

the abscissa axis need not be transformed. 
Estimation of the two parameters   and  

 
can be done by setting 0v  and 1v , and 

obtaining 
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Once we have fitted a straight line to the data, the 
abscissas associated with the reduced variable, 

10, andv  are the values   and   , 

respectively. The scatter plot of iv , versus 

iu ni ,...,2,1 , where )]log(log[)( iPpgiv   and 

ixixhiu  )(  are called the PPP. In this way, 

when the trend as approximately linear is an 
indication of the sample coming from the 
corresponding family (GPPP). In the following 
Table-1 we summarize The PPP for the maximum 
of Fréchet and Weibull derived in a similar 
manner.  
 
 

Table -1: PPPs transformations of MEVD. 
Distribution Random 

Variable  u=x 

Probability Scale 

V=y 

Weibull )log( x   )loglog( p  

Gumbel x  )loglog( p  

Fréchet )log( x  )loglog( p  

 
5 Parameter estimation  
The parameters of a MEVD can be estimated with 
various methods. The maximum likelihood (ML) 
method, see,[2] and probability weighted moments 
(PWM) method see, [13],[14] and PPP can be used 
regression method, for more details see,[8] and 
the results of parameters estimation of three type 
of extreme distribution will be summarized in 
Table-2 

 
Table 2: Estimation parameters of PPP by 
using regression methods  
Distribution Straight lines Location 

Weibull  logv  
nnx :  

Gumbel 









1
v  

0  

Frechet  logv  
nx :1

 

Where andv  as defined in Table-1. The 

selection of a distribution to explain extreme 
events can be made by applying various goodness-
of-fit tests. In this study the Formulas of mean 
square error (MSE) by [15], and correlation 
coefficient can be calculated as below:  
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Where )(ˆ ixF is distribution and )(ˆ iPF  is empirical 

dependent on iP  and correlation coefficient (r) 

defined as follows: 
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6 Case Study 
In this section the PPP is used on real dataset 
application of the daily maximum of temperature 
in weather data from Fort Collins, Colorado, 
U.S.A. from 1900 to 1999. The data can be 
obtained from the NOAA/NCDC website.  Data 
frame has 36524 observations. The sample of size 
n is divided into three different block sizes 
(monthly, quarterly, and yearly); because, we need 
to know the different selection periods when data 
are fitted have the same distribution or different 
as time increases, See [16] for more information 
and analyses. Tables from 3:5 summarize some 
estimation results of the intercept and slope 
parameter obtained via the PPP with three plot 
position formula. The first two columns gives the 

intercept and slope. The next two columns give 
the correlation coefficient and MSE while, the last 
two columns determine the best model in which 
high correlation and minimum MSE are gained. 
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Table 3 Parameter estimation for monthly 
data. 

 
 
Table 4 Parameter estimation of quarterly data 

 
Table 5 Parameter estimation for yearly data. 

 
From Table 3, to Table 5, it can be seen that the 
P1, P2 and P3 show that all three selection period 
maximums converge to the Weibull distribution. 
The best distribution model is chosen to have high 
correlation and minimum MSE. Results give an 
indication that the P1, P2 and P3 work well. For 
the chosen Weibull distribution, the probability 
papers plot for monthly, quarterly and yearly data 
are depicted in Fig2, Fig3 and Fig 4 respectively. 
 

 
Fig 2: probability papers plots monthly data 
 

 
Fig 3:Probability papers plots for quarterly data 
 

 
Fig 4: Probability papers plots for yearly data 
 
The shape parameter estimates over different 
selection periods for the three methods of PPP, 
MLE and PWM are shown in Table 6. There are 
differences between the shape parameter 
estimates. In particular, the estimated values for 
shape parameters under PPP is smaller than MLE 
and PWM. In all, PPP estimates could probably be 

a better method with the smallest value of MSE.  
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Table6:Parameter estimates of PPP, MLE PWM

Period Method Shape MSE 
Best 
one 

 
Monthly 

PPP -0.08 4.36E-01 PPP 
MLE -0.50 5.29E-01  

PWM -0.39 4.90E-01  

 
Quarterly 

PPP -0.07 4.27E-01 PPP 
MLE -0.59 5.78E-01  
PWM -0.56 5.61E-01  

 
Yearly 

PPP -0.03 3.93E-01 PPP 
MLE -0.56 6.64E-01  
PWM -0.52 6.65E-01  

 

7 Conclusion 

In this paper, we have presented probability paper 
plots (PPP) of Gumbel, Fréchet and Weibull 
distribution with different plotting position (PP).  
Extreme maximum temperature using 100 years 
of data from Fort Collins, Colorado is studied. 
Maximums of three different time periods data 
(monthly, quarterly and yearly) are fitted. Three 
analytical methods PPP, MLE and PWM are 
applied to select the best distribution which gives 
the smallest value of MSE. For each period when 
the data is fitted have the same distribution and 
results showed that the Weibull distribution 
whose shape parameter is obtained from PPP is 
the most appropriate for describing data.  For 
further research it would be useful to derive PPP 
of minimum extreme distribution (Gumbel, 
Weibull and Fréchet).  
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