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Abstract In local polynomial regression, choosing the smoothing parameter (bandwidth) is a crucial issue. A 

too large value provide over smoothing. Conversely, a too small value gives a wiggly estimate which result in 
under smoothing. However, the proper choice of bandwidth can be considered as a careful balance of these 
principles. In this paper, intensive simulation experiments are carried out using R software to compare the 
practical performance of several bandwidth selection methods, namely the Cross Validation (CV), Generalized 
Cross Validation (GCV), and Adaptive (ADP).Within the context of these strategies of selecting the optimal 
bandwidth(s), four different example-regression models have been used under different sample sizes and 

kernel functions. Results showed that the (GCV) bandwidth selection criterion appears to give better (smaller) 
estimates of MSE when the sample  sizes (n) are small; with Gaussian kernel function. However, the (Adp) 
bandwidth selection appears to give better (smaller) estimates of MSE when the sample sizes (n) are large 
with Triweight l kernel function.   
Keywords: local polynomial, bandwidth, kernel  function, simulation. 
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Introduction
 As one basic form of statistical inference, 
regression analysis has been usually used in 
discovering the relationship between one quantity 
(called dependent variable) and one or more other 

quantities (called explanatory variables). Non-
parametric regression eliminates all parametric 
assumptions (i.e it comes to signify the absence of 
the parameters in the regression model).There 
exist many smoothing methods to obtaining non-
parametric function. Some of the most widely 
used in the literature of the smoothing methods 
are Kernel based smoothing, K-Nearest Neighbor, 
Spline smoothing, Orthogonal series estimators 
and Wavelet. Within the context of the Kernel-
based smoothing, there are many well-known 
approaches namely: ( Nadaraya-Watson Estimator 
[Nadaraya and Watson(1964)], Priestley-Chao 
Estimator[Priestley and Chao(1972)], Gasser-

Muller Estimator[Gasser and Muller(1979)], 
Locally Weighted Scatter Plot Smoother 
LOWESS[Cleveland (1979)] and Local Polynomial 
Kernel Estimator[Fan and Gijbels(1995)]). In local 
polynomial  regression, the choice of bandwidth 

(h) is considered to be the most sensitive topic. 
One might ask how wide the local neighborhood 
should be so that the local approximation is a 
suitable one. If we take a very small bandwidth, 

the modeling bias will be small since the number 
of data points falling in this local neighborhood is 
also small but the variance will be large. On other 
hand, If we take a very large bandwidth creates a 
large modeling bias depending on the underlying 
function. This means that the bandwidth governs 
the complexity of the model during the trade-off 
between quantities of bias and variance (Fan and 
Gijbels (1996)). An extensive literature addresses 
this problematic subject, especially in the context 
of nonparametric mean regression. The classical 
techniques used for mean kernel smoothing, such 
as cross-validation, plug in, rule-of-thumbs, and 
bootstrap, also can be used (after adaptation) to 

select the bandwidth for  quintile regression. (For 
more details, see Yu and Jones 1998; Zheng and 
Yang 1998; Leung 2005. In this paper, we shall 
compare the practical performance of several 
bandwidth selection methods, namely the Cross 
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Validation (CV),Generalized Cross Validation 
(GCV), and Adaptive (ADP).Within the context of 
these strategies of selecting the optimal 
bandwidth(s), four different example-regression 
models have been used under different sample 
sizes and kernel functions. 

 
Method and Material 
Local Polynomial Regression: local polynomial 
regression fits a weighted least squares 
polynomial locally rather than a weighted average. 
Thus the usual regression setup is as follows:  

The response variables sy
i
'   are modeled as 

nixgy
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Where i
 are i.i.d random errors from a unimodal 

symmetric density Centered about 0 and the 

)(xg  is a continuous mean function with 

continuous derivative. In the matrix notation, for 

a particular point 0
x we can write 
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   where K  is a kernel 

function (usually a symmetric and has a bounded 
support). Table 1 displays some poplar kernel 
functions.  

 The symbol h   is a positive constant referred to 

as a bandwidth. 

In this regard, the local polynomial regression 

estimate of the mean function )(ˆ xg  is the first 

element of the î  vector given by 
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Where L is called smoothing matrix  
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Table (1) kernel functions 
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Bandwidth Selection 

 Leave-One-Out Cross-Validation: Cross 

validation is an important idea in regression. The 
idea is to estimate the smoothing parameter by 

minimizing cross validation score )(hCV : 
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Where 
ih

g
,

ˆ  means the smooth estimate for 

smoothing parameter h  and 

data  
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Amazing shortcut formula for cross validation 
score is  
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Where iil  is the 
thi   diagonal element in matrix 

L . 

 Generalized Cross Validation: A minor variant 

on cross validation is, so-called generalized cross 
validation, which, of course, like most things 
statisticians call “generalized,” isn’t. 

It replaces the ii
l  in the denominator with their 

average 
nLtr /)(

  giving 



























n

i

ihi

n

Ltr

yy

n
hGCV

1

2

,

)(
1

ˆ1
)(

 

 Adaptive  bandwidth: Adaptive bandwidth is 

obtained by a similar procedure to the one 
proposed by Fan and Gijbels (1995). The interval 

is split into 
 ))log(10/(5.1 nn 

 intervals, a 

leave-one-out cross validation is performed in 
each interval to obtain a local bandwidth. These 
bandwidths are then smoothed to obtain the 
bandwidth for each point in X. 
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Experimental Work 
Simulation Setup: The purpose of this simulation 
is to compare the precision of  three bandwidth 
selection methods for local polynomial regression 
(Leave-One-Out Cross-Validation ,Generalized 
Cross Validation and Adaptive  bandwidth). 
 To that end, we have used 
Four  different test functions,  

Test function 1: 
 2)1(420)(  xexg  

Test function 2: 
  3.02)2sin()( 16   xexxg  

Test function 3: )25.1
2

3
sin(

4

3
)( 

x
xg


 

Test function 4: 

)5sin(3)(cos(2)sin(1)( xxxxg   

Three  different sample sizes  

200,100,50  nnn   

Four kernel functions (epanech, box, triweight, 
gaussian).  
Each simulation study involves 1000 repetitions. 
The Mean Square Error  
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All computations have been carried out using the 
R statistical package. 
Discussion:  Having conducted the simulation 
runs, results of MSE have been  tabulated in 
Table 2, Table 3 Table 4,  and Table 5   and we 
have observed the following empirical findings: 
In most cases Cross validation method performs 
better  than other to methods for small sample  
sizes with Gaussian kernel function. However 
Adaptive method performs better  than other to 
methods for large sample  sizes or triweight  
kernel function. In addition All three methods 
perform differently with respect to kernel function. 

However, the best estimate is often obtained with  
Gaussian  kernel function. The worst estimate is 
observed when box kernel function is used.  

 

 

 

Table 2: simulation results of MSE for test function1 
Gaussian triweight box EpanechMethod n 

0.5111110 0.2112120 5.0221150.0111101 CV 

10 0.51110200.21112155.0500010.0101051Adp 

0.51110100.21151515.0011210.0005110GCV 

0.0100101 5.11102000 51.1010121 0.5550020 CV 

500 0.10121110.001111110.11115110.5022111Adp 

0.00101125.1120111251.05211100.5501001GCV 

0.21500000.15011101 51.55121 1.150201 CV 

200 0.00050020.0020100150.110122.115000Adp 

0.21511000.1012011050.011111.101102GCV 

 
Table 3: simulation results of MSE for test function 2 

gaussiantriweight box epanech Method n 

0.1112115 0.1122211 5.001201 0.0251251 CV 

10 0.1111012 0.1120011 5.011525 0.0511002 Adp 

0.1110005 0.1111221 5.011011 0.0500011 GCV

0.11101210.0051102 5.102012 5.1002011 CV 500 

0.1111001 0.1020251 5.001010 0.0011015 Adp 

0.1111001 0.0051010 5.110510 5.1011110 GCV 

0.0501210 5.251111 5.011150 0.0112101 CV 200 

0.1111105 5.000111 0.011500 0.1110012 Adp 

0.0500511 5.250101 5.000010 0.0110101 GCV 

 
Table 4: simulation results of MSE for test function 3  

Gaussian triweight box EpanechMethod n 

0.1020111  5.101101  1.215000  5.001111  CV 

10 0.1020010 5.110111 34742248 5.505225 Adp 

643670738 64899860 1.010010 646306.2 GCV 

0.1100101  5.2012505  0.001111  0.0200151  CV 

500 64306.739 649042929 84698.27 64307979. Adp 

0.1110002 5.2250002 0.155120 0.0211111 GCV 

0.0511101  0.0121110  00005.522  0.0111102  CV 

200 643364..9 643729644 649.8639. 643924360 Adp 

0.0511050 0.0121011 5.5250500 0.0110100 GCV 
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Table 5: simulation results of MSE for test function 4 

Gaussiantriweight box epanech Method N 

0.1100211  0.0111011  5.151101  150.10111  CV 

10 642292623 0.0102111 64467.37 0.1011000 Adp 

0.1100005 649468422 5.150101 643372274 GCV

0.1051111  0.1150152  5.0001111  0.0115512  CV 500 

643.682.9 642206076 649080262 643383962 Adp 

0.1025001 0.1115111 5.0110125 0.0110511 GCV  

0.0001001  0.0101111  5.111501  0.0111102  CV 200 

6433.0839 643460084 64734482 649666998   Adp 

0.0100011 0.0101110 5.110501 0.0111111 GCV 

 
Conclusion: This paper considered the issue of 
choosing the bandwidth for local polynomial 
regression. Three methods have been investigated 
(CV,GCV,Adp).Results showed that the (GCV) 

bandwidth selection criterion appears to give 
better (smaller) estimates of MSE when the sample  

sizes (n) are small; with Gaussian kernel function. 
However, the (Adp) bandwidth selection appears to 
give better (smaller) estimates of MSE when the 
sample sizes (n) are large with Triweight l kernel 
function.In addition  The best estimate is often 
obtained with  Gaussian  kernel function. The 
worst estimate is observed when box kernel 
function is used. 
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