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 A B S T R A C T 

The main objective of this study is to arrive at the formulation of a model through which to predict 

the mechanical specifications of the products of the longitudinal rolling mill of the Libyan Iron and 

Steel Company (LISCo), using the multiple linear regression method, and in a simple, accurate 

manner through which the quality of the products can be controlled within the specifications 

approved by the LISCo Given the proportions of the added chemicals As a conclusion, the 

mechanical specifications of the products were predicted from yield stress, tensile strength and 

elongation ratio, and the error rate in predicting these mechanical specifications was very close to 

zero.This research also contributes to introducing the LISCo to the importance of prediction models 

for mechanical properties, which work to reduce the rate of uncertainty, especially with the 

development of forecasting methods that allow improving the degree of accuracy and help in making 

sound decisions. 

انيكية لمنتجات التنبؤ بالمواصفات الميك  )إستخدام تقنية الانحدار الخطي المتعدد في التحكم في المواصفات الفنية للمنتجات الصناعية 

 مصنع الدرفلة الطولية بالشركة الليبية للحديد والصلب(

 2مادي نصر و 1عمر اعزوزه*

  قسم الهندسة الصناعية و التصنيع ، كلية الهندسة ، جامعة مصراته، ليبيا1
 قسم الهندسة النفطية، كلية الهندسة ، جامعة مصراته، ليبيا2

 

 الكلمات المفتاحية:  

 الانحدارالخطي

 الشركة الليبية للحديد والصلب 

 منتجات صناعية 

 توقعات

 الملخص 

سعينا من خلال هذه الدراسة للوصول إلى صياغة نموذج يمكن من خلاله التنبؤ بالمواصفات الميكانيكية، 

لمنتجات مصنع الدرفلة الطولية بالشركة الليبية للحديد والصلب، باستخدام طريقة الانحدار الخطي المتعدد، 

واصفات المعتمدة لدى الشركة وبأسلوب بسيط، ودقيق يمكن من خلاله ضبط جودة المنتجات في حدود الم

الليبية للحديد والصلب، بمعلومية نسب المواد الكيميائية المضافة حيت تم التنبؤ بالمواصفات الميكانيكية 

الميكانيكية  تالمواصفاللمنتجات من اجهاد خضوع وقوة شد ونسبة الاستطالة وكانت نسبة الخطأ في التنبؤ بهذه 

 لصفر. كما يسهم هذا
 
                   قريبة جدا
 
البحث في تعريف الشركة الليبية للحديد والصلب بأهمية نماذج التنبؤ           

بالخواص الميكانيكية، التي تعمل على التخفيض من نسبة عدم التأكد، خاصة مع تطور أساليب التنبؤ التي 

 تسمح بتحسين درجة الدقة، وتساعد في اتخاذ القرارات السليمة.
 

1. Introduction:

The industrial and technological development depends largely on the 

progress in the field of products and their quality, and as a result of 

this great industrial development that the world witnessed in all 

fields, the need arose to know the mechanical properties of materials 
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with multiple industrial uses so that these characteristics have high 

quality specifications in terms of resistance to pressure, durability, 

and submission Tensile, resistance, and mechanical properties in 

general, in order to predict them, and for their adoption in various 

industrial applications. The mechanical properties can be divided into 

the following [3]: 

Yield Stress: Yield stress is known as the yield point, a point on the 

stress-strain curve] 3]. Yield strength is a property related to critical 

materials, which is exploited by many basic techniques of working 

materials to reshape materials by pressure (such as: forming, rolling, 

pressing, bending, and hydraulic shaping) to separate materials by 

cutting (such as using a machine) or shearing, and to connect 

elements rigidly to fasteners, the yield load is taken It is the load 

applied to the center of a spring loaded to straighten its plates [2].  

Tensile Strength: It is a measure of how much stress you dance, 

dances the right way, which then crashes or loses, crashes or outruns, 

without crashing and can be calculated by the following equation: 

σ =
𝐹

𝐴
 

Where: 

σ: tensile strength, unit of measurement (newtons/square meter) 

(N/m2). 

F: the amount of force, the force that pulls the ends of the metal 

together, the unit of measure (newtons) (N). 

A: The cross-sectional area of the metal, unit of measure (square 

meters) (m2). 

Elongation Ratio: It is a measure of the ductility of a material and is 

defined from the following equation [3]: 

ε =
 ∆𝐿

𝐿𝑜
=  

𝐿 − 𝐿𝑜

𝐿𝑜
 

Where: 

ε: elongation ratio. 

∆L: the increase in length. 

 Lo: is the original length. 

 L: is the final length. 

Prediction/ Forecasting: 

Forecasting is the mainstay for the internal planning of the 

company’s policy decisions, as most of the administrative decisions 

in the facility depend on forecasting directly or indirectly. [4]. 

Reasons for the rapid spread of the use of forecasting: 
Forecasting is based on a number of factors, the most important of 

which are [4]: 

 Continuous progress in models and methods of forecasting. 

 Increasing the volume and complexity of the administration’s 

work, which made it more difficult to deal efficiently with 

decision-making without relying on models that facilitated 

unraveling the ambiguities of the future. 

 The administration has become completely convinced at the 

present time of the advantages resulting from the use of 

forecasting, and its feasibility in completing planning processes. 

Forecasting Requirements: 

Forecasting depends on a set of requirements, the most important of 

which are [5]: 

 Interest in and familiarity with various past historical records 

related to the demand forecasting process. 

 List the factors that affect the sales volume in the past, such as 

income, advertising, commodity quality and price. 

 Develop a visualization of the future activity of sales. 

 Review and correct predictions and evaluation for future 

feedback. 

 Determining the dependent demand and the independent 

demand. 

 Attention and full knowledge of competing and alternative 

goods and their development. 

 Taking into account the life cycle of the commodity, while 

forecasting sales, and at what stage of the cycle the commodity 

will be, where sales are at their peak in a phase of saturation and 

this phase is characterized by a degree of relative stability in 

sales, and in this phase it is necessary to seek the assistance of 

experts to create new benefits for the commodity, to increase the 

demand for it, otherwise the commodity will go into decline. 

Steps To Prepare The Forecast: 

Preparing the forecast is by following these steps [5]: 

 First Step: Determining the purpose of the forecasting process, 
[5]. 

Step Two: Collecting historical data, whether on economic trends 

from government documents, and Figure (1) illustrates how to collect 

data [5]. 

 
Figure (1) Data Collection Form [5] 

 

 Step Three: Displaying historical data on a graph as in Figure 

(2), to determine the extent to which there is a certain pattern of 

data trend [4]. 

 
Figure (2) Specific Data Cycle [4] 

 

 Step Four: Choosing a forecasting model. There are three main 

methods of forecasting: time-series models, causal models, and 

qualitative models. In general, we find that time-series models 

use historical data for the thing to be predicted to predict future 

demand values. These models depend on the study of the 

previous behavior of factors over time and we conclude 

including what will be in the future, and causal models are used 

for data on independent variables to develop predictions for 

dependent variables [5]. 

 Step Five: Conducting experiments that show the correctness of 

the methods that were used to predict the real values that 

appeared during the past period, and the method that produces 

the smallest average error is usually used, and you use it to 

predict the coming period. There are common measures to 

measure the error shown in Figure 3, which are the bias error 

and the average Absolute deviation and relative error, and when 

the number of the sample is 30 or more, we can judge that the 

distribution of samples is a normal distribution, and the 

distribution represents the estimate of the standard deviation of 

the community [5]. 
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Figure 3 Error Measures [5] 

 Step Six: The forecast method is used to predict the values of 

the dependent variables after their occurrence during the 

forecast period. It is noted here that statistical methods can be 

applied to create a reliable level of analysis.  

 Seventh Step: Incorporating the effect of information on 

internal and external factors.  

 Step Eight: Follow up on the results of applying the forecast 

method by recording the actual performance and observing the 

forecast error.  

Forecasting Methods and Models: 

1. Quantitative Methods: 

Quantitative forecasting methods depend on the use of past data to 

predict the future, and this is consistent with the popular saying, [6]. 

A. Time Series Analysis: 

The main objective of time series analysis is to identify the changes 

of the time series and to deconstruct this series in order to make an 

accurate forecast.  

B. Regression and Correlation Analysis Models: 

Regression analysis is one of the basic statistical methods in 

predicting the behavior of economic phenomena in the long run. [6]. 

1. Simple Regression Analysis Models: 

The relationship between the dependent variable and the independent 

variable is linear, and the regression Equation is as follows and as 

shown in the Figure (4).  

Y=a + bx + μ 

Y: the dependent variable. 

X: the independent variable. 

μ: the amount of error. 

a,b: coefficients. 

 
Figure (4) Simple Regression Analysis [6] 

2. Simple Time Gap Regression Models: 

It often occurs in economic life in the time mismatch between cause 

and effect, such as the slowing down of the effect of new equipment 

on the quantity of production, and this issue is called the time delay 

of the effect of one phenomenon on another, and when taking into 

account the amount of time units of slowdown, the simple regression 

model with time gap gives In the following form [7]: 

�̂�1 = 𝑎 + 𝑏𝑥𝑡−𝐿
 

 

Where: 

Y: the dependent variable. 

X: the independent variable. 

L: the amount of time units of deceleration (the length of the time 

gap). 

t: time. 

a, b: coefficients. 

3. Multiple Regression Analysis Models: 

Multiple linear regression is one of the advanced statistical methods, 

which ensures the accuracy of inference in order to improve research 

results through optimal use of data in finding causal relationships 

between the phenomena of the research subject, as shown in Figure 

(5) [8]. 

 
Figure (5) Multiple Regression Analysis [8] 

The linear equation for multiple linear regression is [8]: 

Y=a+B1X1+B2X2+…….. 

Whereas: 

Y: dependent variable 

a: constant value 

B1: the slope of the y regression on the first independent variable 

B2: the slope of the y-gradient on the second independent variable 

X1: the first independent variable 

X2: The second independent variable 

Multiple linear regression can be used if the following conditions are 

met [8]: 

 The relationship between the independent variables and the 

dependent variable must be linear. 

 The data should be normally distributed for the independent 

variables and the dependent variable. 

 The values of the dependent variable must be of at least ordinal 

level. 

After obtaining the results of the multiple regression equation, we 

must show whether these coefficients are statistically acceptable. In 

order to judge the significance of the regression coefficients, we use 

the test (T) and the level of probability corresponding to it. It is 

known that the statistical program (SPSS), which is the program of 

the statistical and social package, and the language (R) which is a 

software work environment for computer statistics that allows 

making statistical applications on the one hand and building 

statistical programs on the other hand. They will automatically 

extract a T-test and its corresponding probability level. It will also 

obtain statistics used to know the overall significance of the model 

and from it (R), (R2).  The first (R) is the simple correlation 

coefficient, which measures the strength of the relationship between 

two or more variables, while (R2) is called the coefficient of 

determination, which is used to find out the explanatory power of the 

estimated model (estimated equation) in the case of simple linear 

regression (one independent variable with one dependent variable). 
[7]. 

2. Qualitative Methods: 

It is a set of objective methods that are used to make a forecast of 

demand when historical data on demand is not available, and which 

depends on methods that invest the wisdom and experience possessed 

by management [9] 

1.2 Problem of Study: 



Use of Multiple Linear Regression Technology in Controlling the Technical Specifications of Industrial Products…                       Azouza & Naser  

JOPAS Vol.20 No. 2 2021                                                                                                                                                                         145 

The LISCo is considered one of the largest industrial companies in 

Libya, and due to its high production costs in order to guarantee the 

quality of its products, which forced it to conduct many checks and 

mechanical tests for its products, starting with the casting process in 

the furnace factories, and ending with testing the mechanical 

specifications of its final products, and that In order to control the 

quality of its products according to international standards. 

1.3 Research Hypotheses: 

 There is no relationship between the independent variables 

and the dependent variable. 

 There is at least one relationship between the independent 

variables and the dependent variable.  

1.4 Importance of the Study: 

The importance of forecasting is prominent in the institution, and its 

importance increases according to the increase in the activity of the 

institution and the volume of sales and production operations in it, as 

the forecast situation affects the plan that is developed by the 

company’s management to determine the volume of activity. In order 

to ensure the quality of product , the company perform mechanical 

tests which result in consuming time, materials, labour force, which 

is result in high costs., therefore this study was proposed to examine 

the possibility of using the prediction method to save the large sums 

spent on the tests conducted.  

1.5 Objective of the Study: 

We seek through this study to reach the formulation of a model 

through which the mechanical specifications of the products of the 

longitudinal rolling mill of the LISCo can be predicted using the 

multiple linear regression method, and in a simple and accurate 

manner through which the quality of the products can be controlled 

within the specifications approved by the LISCo. 

1.6 Study Methodology: 

In order to achieve the objective of the study, the process of collecting 

data and information was relied on the following: 

 Collecting data, recording, and observations through field 

visits. 

 Applying demand forecasting using multiple linear 

regression method. 

 Analyze the results that realize the aim of the study and my 

lead to further studies in the area. 

2. The LISCo:  

The LISCo in Libya is considered a relatively new industry. It is 

considered one of the largest industrial companies in Libya. It 

contains 10 production factories and 5 basic facilities. In addition to 

workshops, warehouses and laboratories, the company also has a wire 

drawing plant in Tripoli, where the annual design capacity of the 

company’s factories is estimated at (1.32 million tons) of liquid steel 

and (1.1 million tons) of sponge iron, which has been increased to 1.7 

million tons of liquid steel and (1.75 million tons) of hot-moulded 

sponge iron, [1]. 

2.1 Production Units: 

The company includes the following production units [1]: 

 Direct reduction factory (3 units). 

 Steel factory (2,1). 

 Rolling for bars and skewers factory (4 lines). 

 Light and medium sectors rolling factory. 

 Hot rolling factory. 

 Cold rolling factory. 

 Galvanizing line. 

 Paint line.  

2.2 Supporting Units: 

The company includes many auxiliary units and facilities, the most 

important of which are [1]: 

 Port and storage yard for pellets. 

 Electricity and water desalination plant. 

 An oxygen and compressed air factory. 

 A lime factory. 

 Central workshop. 

 A training center. 

 Quality control laboratories. 

 A resort and a sea club. 

In the context of the company’s concern and its tireless quest to 

respond to the customer’s demands, and to impose its position in the 

international markets among the international iron and steel 

companies, it has worked to adopt the International Quality Standard 

(ISO 9001/2000) system and formed a Quality Council for it, to 

ensure the effectiveness of its application, and to achieve the desired 

goals, which qualified The LISCo was awarded the 12th European 

International Quality Award in 1998. It also obtained the Certificate 

of Implementing the Total Quality System 9001/2000 (ISO) on 

March 25, 2002. 

2.3. Factories: 

2.3.1. New Bar Rolling Factory: 

The factory includes one new line for the production of bars with a 

design capacity of (800 thousand tons) of steel reinforcement, sizes 

(8 mm to 40 mm), where the factory uses bars of size (130 mm-150 

mm). It is worth mentioning that those who operated the factory are 

national cadres within a month June of the year 2017, and Figure (6) 

shows the Rolling Bars Factory [1]. 

 
Figure (6) Bar Rolling Production Factory [1] 

2.3.2. Hot Strip Rolling Factory: 

The annual design capacity of the factory is (580,000 tons) of hot 

rolled coils, which are shown in Figure (7), and the commercial 

operation income is on 05/10/1990. 

 
Figure (7) Products of the Hot Strip Rolling Factory [1] 

2.3.3. Cold Rolling Factory: 

The commercial operation of the factory began on January 20, 1990, 

with an annual design production capacity of (140,000 tons) of cold-

rolled coils, as shown in Figure (8).  

 
Figure (8) Products of the Cold Strip Rolling Factory [1] 

2.3. Mechanical Properties of the Material: 

The concept of mechanical properties of a material is how it behaves 
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when loaded, where the elasticity factor of a material affects the 

amount of deflection under load, and the strength of a material 

determines the stresses it can withstand before it breaks, where the 

ductility of a material also plays an important role in determining 

when a material breaks when it is loaded beyond the limits Their 

flexibility, and because every mechanical system is subjected to loads 

during operation, it is important to understand how the materials that 

make up those mechanical systems behave[2]. 

3. Study Status: 

The importance of forecasting is due to the fact that the company’s 

long-term existence depends on the existence of a continuous demand 

for its goods or services, and this demand is linked in some way to 

the general level of economic activity. All management activities 

must be planned in advance, as well as all management decisions 

must be anticipated in the light of forecasts future prospects for this 

activity.And we seek through this study to reach models through 

which to predict the mechanical specifications of the products of the 

longitudinal rolling mill of the LISCo, using the multiple regression 

method, and in a simple and accurate way through which the quality 

of the products can be adjusted according to the specifications 

approved by the LISCo, where we took 198 A sample from the 

LISCo, to prove the accuracy of the prediction results and compare 

them with the real results of each of the yield stress, tensile strength 

and elongation ratio. The stratified sample was selected which is 

groups (DRI reduced iron group, FeMn group, Ferro silicon group 

FeSi group, Calcium oxide Lime group, Calcium fluoride group 

DOL, Carbon group C, Silicon group Si, Manganese group Mn), due 

to the availability of 198 samples. With great accuracy, Figure (9) 

shows the samples used in preparing and testing the prediction model. 

 
Figure (9-a) Samples Used In Preparing and Testing the Prediction 

Model. 

 
Figure (9-b) Samples Used In Preparing and Testing the Prediction 

Model. 

 

Figure (9-c) Samples Used In Preparing and Testing the Prediction 

Model. 

 
Figure (9-d) Samples Used In Preparing and Testing the Prediction 

Model. 

 
Figure (9-e) Samples Used In Preparing and Testing the Prediction 

Model. 

 
Figure (9-f) Samples Used In Preparing and Testing the Prediction 

Model. 

 
Figure (9-g) Samples Used In Preparing and Testing the Prediction 

Model. 

 
Figure (9-i) Samples Used In Preparing and Testing the Prediction 

Model. 
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Figure (9-j) Samples Used In Preparing and Testing the Prediction 

Model. 

 
Figure (9-k) Samples used in preparing and testing the prediction 

model. 

 
Figure (9-m) Samples used in preparing and testing the prediction 

model. 

3.1. Forecasting Models: 

To use the prediction equation for multiple linear regression analysis, 

it is necessary to know whether the independent variables have an 

effect on the dependent variable or not, and for this we calculated the 

correlation rate R, which shows if there is a relationship between the 

independent variables and the successive variable. 

3.1.1. Yield Effort Prediction Model: 

After confirming the existence of a correlation, we can use the 

prediction equation to analyze the multiple linear regression, and 

Figure (10) shows the results of the multiple linear regression 

analysis and the statistical analysis of the yield effort prediction 

model. 

 
Figure (10) Results of the multiple linear regression analysis with 

the yield stress prediction model 

Through Figure (11), it is necessary to know whether there is a 

relationship between the independent variables (chemicals) and the 

dependent variable (submission stress), by means of the correlation 

coefficient R where its value was 0.57 and this confirms the existence 

of a strong correlation between the independent variables and the 

dependent variable, while R2 The coefficient of determination 

indicates the influence of the independent variables on the dependent 

variable, where its value was 0.32, and this indicates the strength of 

the effect. As for Adjusted (R2), the corrected coefficient of 

determination is the same as R2, but they differ from each other that 

Adjusted (R2) increases only when adding an independent variable 

that has an effect on the dependent variable and after knowing that 

there is a relationship, we test the hypothesis by tabular F test where 

if F The tabular F selects the null hypothesis H0: there is no 

relationship between the independent variables and the dependent 

variable. And if the tabular F > F selects the hypothesis H1: there is 

at least one relationship between the independent variables and the 

dependent variable, and this test is considered a comprehensive test, 

so we conduct another test to find out which of the independent 

variables have an effect on the dependent variable individually by T 

and P test -Value, where if the value of T > 2, then this independent 

variable has an effect on the dependent variable, and if T < 2, then 

this variable has no effect, and as for the P-Value test, if P-Value > 

0.05, this variable has no effect on the dependent variable However, 

if P-Value < 0.05, this independent variable has an effect on the 

dependent variable. 

3.1.2. Results of the Yield Effort Prediction Model: 

These results are 42 samples obtained from the yield stress prediction 

model and were compared with the real stress as shown in Figure 

(11), where it was found that the mean error is close to zero.  

 
Figure (11-a) results of the yield stress prediction model and its 

comparison with the real stress. 

 
Figure (11-b) results of the yield stress prediction model and its 

comparison with the real stress. 

 
Figure (11-c) results of the yield stress prediction model and its 

comparison with the real stress. 

Through Figure (11), after performing the prediction process for 42 
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samples, the total prediction for the yield effort was 17117, and the 

average error was -8.12049E-14, which is very close to zero, which 

indicates the accuracy of the prediction. As for the negative sign, this 

indicates that the prediction is greater than the real one. We subtract 

this value from all predictions until we get an average error equal to 

zero, and the average error is the result of subtracting the prediction 

from the real one, adding all the values of the subtraction process and 

dividing it by the number of samples (42 samples). Prediction was 

performed for only 42 samples because Microsoft Office Excel did 

not accept more than this size. 

3.1.3. Tensile Strength Prediction Model: 

After confirming the existence of a correlation, we can use the 

prediction equation to analyze the multiple linear regression, and 

Figure (12) shows the results of the multiple linear regression 

analysis of the tensile strength prediction model. 

 
Figure (12) results of the multiple linear regression analysis of the 

tensile strength prediction model. 

Through the results, it must be known whether there is a relationship 

between the independent variables (chemicals) and the dependent 

variable (tensile strength), through the correlation coefficient R, 

where its value was 0.997, and this confirms the existence of a strong 

correlation between the independent variables and the dependent 

variable. As for the R2 coefficient of determination, it indicates the 

effect of the independent variables on the dependent variable, where 

its value was 0.0994, and this indicates the strength of the effect, and 

the Adjusted (R2) coefficient of determination is the same as the 

meaning of R2, but they differ from each other that Adjusted (R2) 

increases only when adding an independent variable It has an effect 

on the dependent variable and after knowing that there is a 

relationship, we test the hypothesis by using the F tabular test where 

if F < F tabular selects the null hypothesis H0: there is no relationship 

between the independent variables and the dependent variable. And 

if the tabular F > F selects the hypothesis H1: there is at least one 

relationship between the independent variables and the dependent 

variable, and this test is considered a comprehensive test, so we 

conduct another test to find out which of the independent variables 

have an effect on the dependent variable individually by T and P test 

-Value, where if the value of T > 2, then this independent variable 

has an effect on the dependent variable, but if T < 2, then this variable 

has no effect, and as for the P-Value test, if P-Value > 0.05, this 

variable has no effect on the dependent variable, If the P-Value < 

0.05, this independent variable has an effect on the dependent 

variable.  

3.1.4. Results of the Tensile Strength Prediction Model: 

These results are 42 samples obtained from the tensile strength 

prediction model and were compared to the real tensile strength as 

shown in Figure (13), where it was found that the mean error is close 

to zero. 

 
Figure (13-a) Results of the tensile strength prediction model and 

their comparison with the real tensile strength. 

 
Figure (13-b) Results of the tensile strength prediction model and 

their comparison with the real tensile strength. 

 
Figure (13-c) Results of the tensile strength prediction model and 

their comparison with the real tensile strength. 

In Figure (13), after performing the prediction process for 42 

samples, the average error was 0.832, which is very close to zero, 

which indicates the accuracy of the prediction. 

3.1.5. Elongation Ratio Prediction Model: 

After confirming that there is a correlation, we can use the prediction 

equation to analyze the multiple linear regression, and Figure (14) 

shows the results of the multiple linear regression analysis and the 

statistical analysis of the elongation ratio prediction model. 
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Figure (14) results of the multiple linear regression analysis of the 

elongation ratio prediction model. 

Through the results, it must be known whether there is a relationship 

between the independent variables (chemicals) and the dependent 

variable (elongation ratio), by means of the correlation coefficient R 

whose value was 0.998 and this confirms the existence of a strong 

correlation between the independent variables and the dependent 

variable, while R2 The coefficient of determination indicates the 

effect of the independent variables on the dependent variable, where 

its value was 0.981, and this indicates the strength of the effect. As 

for Adjusted (R2), the corrected coefficient of determination is the 

same as R2, but they differ from each other that Adjusted (R2) 

increases only when adding an independent variable that has an effect 

on the dependent variable and after knowing that there is a 

relationship, we test the hypothesis by tabular F test where if F The 

tabular F selects the null hypothesis H0: there is no relationship 

between the independent variables and the dependent variable. If the 

tabular F > F selects the hypothesis H1: there is at least one 

relationship between the independent variables and the dependent 

variable, and this test is considered a comprehensive test, so we 

conduct another test to find out which of the independent variables 

have an effect on the dependent variable individually by T and P test 

-Value, where if the value of T > 2, then this independent variable 

has an effect on the dependent variable, but if T < 2, then this variable 

has no effect, and as for the P-Value test, if P-Value > 0.05, this 

variable has no effect on the dependent variable, If the P-Value < 

0.05, this independent variable has an effect on the dependent 

variable. 

3.1.6. Results of the Elongation Ratio Prediction Model: 

These results are 42 samples obtained from the equation for 

predicting the elongation ratio and were compared with the true 

relative elongation ratio as shown in Figure (15), where it was found 

that the mean error is close to zero. 

 
Figure (15-a) results of the prediction model for the elongation rate 

and its comparison with the real elongation rate. 

 
Figure (15-b) results of the prediction model for the elongation rate 

and its comparison with the real elongation rate. 

In Figure (15), after performing the prediction process for 42 

samples, the mean error was 0.041, which is very close to zero, which 

indicates the accuracy of the prediction. 

3.2. Testing the Yield Effort Prediction Model: 

Testing the prediction model and calculating the mean error in 

predicting yield stress, and these results are shown in Figure (16) for 

all 198 samples obtained from the prediction model.  

 
Figure (16-a) Testing the prediction model and calculating the mean 

error in prediction of yield stress. 

 
Figure (16-b) Testing the prediction model and calculating the mean 

error in prediction of yield stress. 

 
Figure (16-c) Testing the prediction model and calculating the mean 

error in prediction of yield stress. 
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Figure (16-d) Testing the prediction model and calculating the mean 

error in prediction of yield stress. 

 

 
Figure (16-e) Testing the prediction model and calculating the mean 

error in prediction of yield stress. 

 
Figure (16-f) Testing the prediction model and calculating the mean 

error in prediction of yield stress. 

 
Figure (16-f) Testing the prediction model and calculating the mean 

error in prediction of yield stress. 

 
Figure (16-g) Testing the prediction model and calculating the mean 

error in prediction of yield stress. 

 

 

 
Figure (16-i) Testing the prediction model and calculating the mean 

error in prediction of yield stress. 

From Figure (16) the prediction process for yield stress was carried 

out for 197 samples and the average error was very small 2.928656 

compared to the sample size 197 and the mean error sign was positive 

and this indicates that the real value is greater than the prediction 

value, so we increased the mean error to the prediction to get On 

average error equal to zero. 

3.3 Testing the Tensile Strength Prediction Model: 

Test the prediction model and calculate the average error in 

predicting the tensile strength, and these results are shown in Figure 

(17) for all 198 samples obtained from the prediction model. 

 
Figure (17-a) Testing the prediction model and calculating the mean 

error in predicting the tensile strength. 

 
Figure (17-b) Testing the prediction model and calculating the mean 

error in predicting the tensile strength. 

 
Figure (17-c) Testing the prediction model and calculating the mean 

error in predicting the tensile strength. 
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Figure (17-d) Testing the prediction model and calculating the mean 

error in predicting the tensile strength. 

 
Figure (17-e) Testing the prediction model and calculating the mean 

error in predicting the tensile strength. 

 
Figure (17-f) Testing the prediction model and calculating the mean 

error in predicting the tensile strength. 

 
Figure (17-g) Testing the prediction model and calculating the mean 

error in predicting the tensile strength. 

 
Figure (17-i) Testing the prediction model and calculating the mean 

error in predicting the tensile strength. 

 
Figure (17-k) Testing the prediction model and calculating the mean 

error in predicting the tensile strength. 

 
Figure (17-m) Testing the prediction model and calculating the mean 

error in predicting the tensile strength. 

 
Figure (17-n) Testing the prediction model and calculating the mean 

error in predicting the tensile strength. 

From Figure (17) the tensile strength prediction process was 

performed for 197 samples and the mean error was very small 

2.928656 compared to the sample size 197 and the mean error sign 

was positive and this indicates that the real value is greater than the 

prediction value, so we increased the mean error to the prediction to 

get On average error equal to zero. 

3.4. Testing the Elongation Ratio Prediction Model: 

Test the prediction model and calculate the average error in the 

prediction of the elongation ratio, and these results are shown in 

Figure (18) for all 198 samples obtained from the prediction model. 

 
Figure (18-a) Testing the prediction model and calculating the mean 

error in predicting the elongation ratio. 
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Figure (18-b) Testing the prediction model and calculating the mean 

error in predicting the elongation ratio. 

 
Figure (18-c) Testing the prediction model and calculating the mean 

error in predicting the elongation ratio. 

 
Figure (18-d) Testing the prediction model and calculating the mean 

error in predicting the elongation ratio. 

 
Figure (18-e) Testing the prediction model and calculating the mean 

error in predicting the elongation ratio. 

 
Figure (18-f) Testing the prediction model and calculating the mean 

error in predicting the elongation ratio. 

 
Figure (18-g) Testing the prediction model and calculating the mean 

error in predicting the elongation ratio. 

 
Figure (18-h) Testing the prediction model and calculating the mean 

error in predicting the elongation ratio. 

 
Figure (18-i) Testing the prediction model and calculating the mean 

error in predicting the elongation ratio. 

 
Figure (18-i) Testing the prediction model and calculating the mean 

error in predicting the elongation ratio. 

From Figure (18) the prediction process for the elongation ratio was 

carried out for 197 samples and the average error was very small 

1.153241 - compared to the sample size 197 and the mean error sign 

was negative and this indicates that the real value is smaller than the 

prediction value, so we increased the average error to the prediction 

to get the mean error equal to zero. 

3.5. Prediction Facilitation Model for Mechanical Properties: 

To facilitate the prediction process, we made a model shown in 

Figure (19) to calculate the mechanical properties of iron for 10 

samples at once from cells introducing chemical additives and cells 

for predicting mechanical specifications, and this is because the 

LISCo does 10 diets per day. 

 
Figure (19) Model to facilitate prediction of mechanical properties. 

3.6. Matching Model: 

To facilitate the prediction process, we made the model shown in 

Figure (20) for the cells for the quality of the products and their 

conformity with the specifications approved by the LISCo, where the 

model puts a mark (OK) if the prediction is within the acceptable 

limits, and a mark (Rejected) if the prediction is within the limits 

rejected.  
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Figure (30) Matching Model. 

Conclusion: 
From the results and prediction models of this study, we can conclude 

the following: 

1. The LISCo's lack of knowledge of the importance of prediction 

models for mechanical properties that reduce uncertainty. 

2. Through the use of the model in forecasting, prediction values 

were obtained that are very close to the real results of the 

mechanical properties of longitudinal rolling iron for iron and 

steel plant. 

3. Obtaining an error rate close to zero in the process of predicting 

the mechanical properties of longitudinal rolling iron for the iron 

and steel plant, and this increases its accuracy. 

4. Such model lead to save time and contribute in cost reduction as 

compared to the traditional tests that used  to ensure the quality 

of mechanical properties. 

5. The possibility of modifying the chemical composition of the 

mixture to obtain the required mechanical specifications before 

the manufacturing process and the production of out-of-spec 

products. 

Recommendations: 

Through this research, we can recommend the following points: 

1. Emphasis on the importance of applying the forecasting process 

in decision-making as a method for building the future and 

reducing costs for the organization. 

2. Emphasis on the importance of statistical modeling using 

forecasting modeling techniques in calculating expectations. 

3. We recommend paying attention to databases and previous 

statistical information in order to serve the planning process 

satisfactorily. 

4. The higher the efficiency of the predictive operations of the 

LISCo, the closer the picture will be to the desired reality 

requested by the institution. 

5. Developing statistical and planning training methods and 

methodology for preparing plans and formulating decisions in 

order for the LISCo to keep pace with recent developments in the 

administrative, economic and social sciences. 

6. The use of programs for the forecasting process, such as the 

mechanical specifications of the company's products in various 

other products, which allows the company to increase its 

production by reducing the percentage of rejected products that 

are out of specifications. 

7. The use of this model, which was prepared to predict the 

mechanical specifications of the company's longitudinal rolling 

products, and whose predictive ability has been proven through 

that the average error is almost equal to zero, before the 

manufacturing process, which leads to an increase in the 

company's productivity, reduces the percentage of rejected and 

raises the quality of its products.  
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