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Exploratory data analysis is a data visualization approach used to extract knowledge from raw data. This
approach can be applied to medical data to improve healthcare providers services. In recent years, breast
cancer has become more common in women and requires effective procedures to detect it in the early
stage. In this context, breast cancer patients' data were collected from the Sebha oncology center through
their routine blood tests. The exploratory data analysis technique is used in this study to better analyze
the patients' markers. The analysis aims to discover prominent bio and tumor markers that can assist in
determining whether a tumor is benign or malignant. Several statistical and visualizations methods are
used. The results show that the most effective markers that may be used as cancer predictors are: Cancer
Antigen-15.3, Carcinoma Embryonic Antigen, White Blood Cells, Blood platelets, and Albumin. These
findings are consistent with the findings of Sebha oncology center specialists. which may eventually aid
in their cancer diagnosis.
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Introduction
The practice of analyzing raw data to interpolate meaningful In the health sector, the clinical and biological nature of the
information is known as Exploratory Data Analysis (EDA), which disease is so closely linked. Therefore, identifying the disease's
shows data in a visual format, allowing for better comprehension and prognostic factors by EDA is a crucial step, providing information
informed decision making by organizations [1]. EDA is a technology and knowledge by EDA help in decision making, particularly for
that is often used to interpret data in many fields including education, patients with breast cancer (BC) who are in an early stage [6].

industry, and medicine [2] [3] [4] [5]-
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Recently, the importance of using EDA in the medical domain
has grown significantly, due to how successful this method is in
providing valuable knowledge. Furthermore, this reduces the cost of
pharmaceuticals and enhances the possibility of conducting
additional clinical research [7] [8]. Using the EDA can assist in
determining whether cancer is present in the patient. In addition,
finding the important features required for constructing a predictive
model that could enable early diagnosis in cancer patients [9]

BC is often diagnosed by biopsy, which serves as a prognostic
indicator to determine if the tumor is benign or malignant in the
advanced phase. However, these tests take a long time, and the
patient may die while waiting. Whereas, there are other tests used in
the early stages using routine blood tests relying on Biological
Markers (BM) such as white blood cells, red blood cells, and Tumor
Markers (TM) such as carcinoma embryonic antigen [10, 11]. These
tests are less expensive than a biopsy. However, understanding the
impact of BM and TM on BC prognosis is still scarce to the
researcher's knowledge.

Therefore, the aim of this study is to look into the most crucial
BM and TM, relevant to the diagnosis of BC in the southern region
of Libya, by using the EDA visualization technique.

The remainder of this paper is arranged as follows: Section (2)
concerns with literature reviews, section (3) is about the methods and
techniques, section (4) is about the results and discussions, Lastly,
section (6) the conclusion of the study.

Literature Reviews

BC is a major concern to women, requiring the creation of
efficient early detection and treatment strategies. Therefore, many
researchers uncover the main traits to detect whether a tumor is
benign or malignant. In this regard, a study [12] was conducted to
identify the key features of tumors such as Texture, Area, Radius,
Fractal Dimension, area-se, concave-points-mean, and Perimeter.
Whereby, EDA techniques were employed. The most prominent
result of this study was to distinguish between benign and malignant
cases, using univariate analysis. In the same way, the bivariate
analysis histogram revealed that the mean, with standard deviation,
provides the best separations for each class. Furthermore, the
correlation plot showed the positive highest correlation between area-
se and concave-points-mean features.

Similarly, univariate analysis methods such as swarm plots and
pivot tables were used in a study [6] which was done on the Meteoric-
BC data set to analyze features such as age at diagnosis, Nottingham
Prognostic Index (NPI) score, and survival status. It concluded that
the fifth-degree patient has a chance of a life of five or ten years.

On the other hand, in some research, pathological parameters
such as: tumor size, tumor grade, number of positive lymph nodes,
and hormone receptors, among others have been used to predict BC
survivable. This study [7], in contrast, examines the importance of
non-clinical prognostic factors such as age, ethnicity, and marital
status in determining the prognosis for BC patients and the results
indicate that these factors collected from the Surveillance,
Epidemiology (SEER) have an impact on the survival rates of BC
patients and that Through the use of EDA, survival analysis tools
such as Cox proportional hazards and Kaplan-Meier survival curve.

Likewise, one study [13] looked at the effect of marital status on
individuals with inflammatory breast cancer (IBC). Overall survival
(OS) and breast cancer-specific survival (CSS) rates were compared
in a sample of married and unmarried individuals using the SEER
database. The comparison was carried out using the Kaplan—Meier
technique with a T-test, and multivariate survival analysis of CSS and
OS. It has been established that marital status is an independent
prognostic factor in IBC patients. It also found that married patients
have higher CSS and OS rates than unmarried individuals.

Furthermore, using univariate, bivariate, and multivariate
analysis, a study [14] identifies features that aid early screening
among women in underdeveloped countries like Kenya. It was
discovered that women's geographic location, particularly those
living in rural areas, was linked to a reduced likelihood of BC
screening. Less educated, poor, and uninsured women are also less
likely to get screened for BC than more educated, wealthier, and
insured women.

Other sorts of biomarkers and their link with BC, on the other
hand, were not discussed in depth by the researchers. Furthermore,
the previous studies were limited by small sample sizes. In addition,
aspects of the research dataset differed between the proposed study
and multiple earlier investigations. As a result, this disparity may
pose a challenge in testing the effectiveness of these predictive
indicators BM and TM to predict BC using EDA in this investigation.

Material and method

EDA is primarily a strategy to see what the data can express,
away from the formal modeling or hypothesis testing task, and assists
in the analysis of data sets in order to describe their statistical
properties, which include measures of central tendency (the mean,
mode, and median), measures of spread (standard deviation and
variance), and the shape of the distribution, and the presence of
outliers Following the data collecting phase [15] [16]. Fig. 1
represents the essential steps in the exploratory data analysis phase,
which are explored in greater detail below:
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Fig. 1. EDA steps

1. Data collection and description

The BC dataset in this work comes from the Sebha Oncology Center
(SOC) in the southern region of Libya. The SOC is a primary hub for
all cancer cases in the southern regions, providing follow-up,
treatment, and archive services. The dataset contains 2,435 records
with 23 features reported between 2015 and 2020 from various
southern cities. In this study, only blood test data is analyzed not
genomic data. It was obtained manually, and then the raw data set
was prepared as a CSV file. TABLE 1 lists the dataset's features,
which include 22 features in addition to the target or CLASS which
has the values Benign or Malignant.

TABLE 1: dataset features

Feature Feature description
Sex The patient's gender
Age The patient's age

Address The patient's address
FBS Blood glucose
Urea Kidney function test urea

Creatinine Kidney function test creatinine

ALB Albumin
T-Ca Total calcium in the blood
GPT Liver functions ' gpt'
GOT Liver functions ' got '
ALP Alkaline Phosphate
HGB Hemoglobin
PLT Blood platelets
ESR Deposition of blood
LDH Lactate Dehydrogenizes
Na+ Sodium

K Potassium
CL- Chloride acid

CA-15.3 Cancer antigen

CEA Carcinoma embryonic antigen

WBC White blood cells

RBC Red blood cells
CLASS Benign =0 or Malignant =1
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Following data collecting, it is necessary to understand the data detect outliers in a data set. The 25th, 50th, and 75th
and transform it into a useful format. The exploratory step is percentiles are used to summarize sample data in the
sufficient to do this. boxplot. These percentiles are also referred to as the

lower, middle, and higher quartiles [26].
e Swarm plot: It's a form of scatter plot that can represent

2. Exploratory data analysis (EDA) both continuous and categorical values. All visualized
In order to determine the most significant BM and TM for use as samples are displayed side by side on a single graph,
prognostic markers in BC patients. In this work, EDA is employed as which clarifies the points of separation between samples
an analysis and data visualization tool. There are two approaches to by avoiding overlapping spots [27].

EDA: graphical and non-graphical analysis [17] [18], described as e Mapping: A Folium library makes it simple to observe
follows: and connect data as geographic locations on an

interactive map, at the same shows the spread of a disease

on the map [28].
2.1 Non-graphical analysis:

¢. Multivariate analysis tools

a. 5 number summaries Uses to discover relationships between more than two features.
For each continuous feature, the statistical description is used Examples of these types include pivot tables and bar plots [29].
to provide various summary statistics such as the feature's Some of these are discussed in greater depth below:
number of records, maximum, minimum values, mean and * Pivot Table: It is a data summary in the shape of a table.
dispersion of data from the center, as well as its percentage That may include sums, averages, or other statistics that
of the overall data set as 25%, 50%, and 75% [19]. the pivot table organizes in a usable manner, with any

filters and sort orders applied to the data [30].

b. The Independent T-test e Bar plot: The bar chart depicts comparisons between
In general, it can be used to: Estimate the difference between discrete groups. One axis of the graph shows the specific
two or more categories to determine whether the input feature categories being compared, while the other axis
has a statistically significant association with the output represents the corresponding measured values for those
feature (target). Where the statistical tests are based on the categories [31].
null hypothesis, which claims that there is no statistical
significance between the data sets, the p-value will be bigger Results and discussions
than the population parameter. Otherwise, we state the This section discusses the results of the exploratory phase data
alternative hypothesis we wish to demonstrate [20]. analysis, which conducted a series of tests in the Python environment

2.2 Graphical analysis: be summarized as follows:

1. Class and Sex distribution

a. Univariate analysis tools o The class label distribution is explored. It's worth noting that
It provides a statistical summary for each field in the raw data the numbers are roughly balanced, with a malignant 44% to a
set or a summary for a single feature. The count plot, pie chart benign ratio of 55%. As shown in Fig.1.

plot, and histogram are examples of this analysis [21]. Several What is the percentage of cancer samples?

of these tools are covered in further detail below:

e Count plot: literally counts the number of observations
per class for a categorical feature and shows the results Malignant
as a bar chart.

e Pie chart plot: depicts how a total quantity is distributed 44.6%
between levels of a categorical feature. Each categorical Benign e
value corresponds to a single slice of the circle, and the
size of each slice represents how much of the total each
category level takes up [22].

e Histogram: uses to represent the distribution of
numerical (continuous) data and divides the entire value Fig. 1. The class label distribution
range into a series of intervals, where a frequency )
distribution is represented by a rectang'e with a width The data set, on the other hand, has a sex bias of 98.9 % female

representing the class interval [23]. to 11% male, as seen in Fig.2. L
NMale

b. Bivariate analysis tools y y.
uses to explore the relationships between each feature in the /
dataset and the target feature of interest, or two features, and [
look for connections between them [16]. Some of these tools
are covered in further detail below:

e Heat map: It's a statistical metric that expresses the
strength of the relationship and association between two N
features. Positive and negative correlations are the two Female
basic forms of correlation, and a case where the
correlation is zero indicates that no relationship Fig. 2. The gender ratio in the data set
between these two features [24]. It is used to evaluate
hypotheses about causing and effect correlations
between features.

o Scatter plot: Its data points are distributed horizontally 2. 5-number summaries
and vertically to demonstrate how one feature influences After looking at Fig.3, the statistical description assisted in
the other [25]. developing an overview of the data set's features, which is
o Side-by-Side Box plots: It is a visual representation of described as follows:

numerical data in the form of quadrants. Often used to
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e The data set's average age is 49 years, with the youngest
being 23 and the oldest being 90.

o In the data set, 75% of the patients have diabetes as shown
from “FBS” feature, while 25% do not. As a result, this
feature may have an effect on CLASS.

e 75% of the patients in the data set did not suffer from the
kidney as shown from “Urea”, “Creatinine” features or
liver disease as shown from “GPT”, “GOT” features,
because the rates of these features are in the normal range.

o The tumor markers features such as “CA15”, and “CEA” 7 yes ] Mo
were in the normal position in 50% of the data set, but were debetic
very high in 75%, indicating that these features affect the Fig. 4. Glucose levels in benign and malignant
breast cancer diagnosis. samples
e Each of the following features “RBC”, as well as “HGB”
was in the normal range at 75%. In contrast, the b. The effect of kidney disease on BC
sedimentation level feature was high in 75% of the patients, Furthermore, Fig.5 demonstrates that the majority of the
but it had a normal rate in 25% of the data. When compared malignant and benign samples do not have kidney
to “RBC” and the rate of “HGB” in the blood, the latter has disfunction. On the other hand, the humber of malignant
a stronger effect on CLASS. samples infected with kidney illness was fewer than the
e The level of salts-related features, such as “CL”, and “Na’”’, number of those without kidney illness. Thus, the observed
is lower than the usual rate in 50% of the patients in the results support the initial hypothesis that kidney problems
data set. The “K” feature, on the other hand, was in the had no effect on the diagnosis of malignant samples.

usual range at 75%. We can see from the above that the
features “K”, “Na”, and “CL” have no direct effect on

B Benign

CLASS. mm Malignant
« We also observe that majority of the features have extreme a0 |

values due to the wide gap between 75 % and the max value

in each feature, as well as the fact that the mean value of E £00 1

each feature is bigger than the median represented by 50 %.

Furthermore, because some features, such as “Na”, “K”, 01

and “CL”, have a significant standard deviation, it may be 001

expected that if these features include big missing values,

it is best to delete them. ol

Fig. 3. The statistical description of all features Kidney failure

Fig. 5. Effect kidney disease in benign and malignant samples
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3. Determine the features that have an impact on CLASS Additionally, Fig.7 and Fig.8 confirm the hypotheses
In order to identify the features that affect the target feature obtained from the 5-number summary of the features "CA15"
CLASS, a series of experiments is conducted, which will be and "CEA" and their influence on the CLASS.
described in more depth below: e In the same context. The “CA15” features value in the
benign class spans from 3 to 30, while it ranges from 36
a. The effect of diabetes on BC to 80 in the malignant group, as illustrated in Fig.7. This
To assess the relationship between the CLASS and the suggests that the benign and malignant samples are
diabetes-related “FBS” feature such as glucose, a barplot clearly distinguished. Thus, it supports the initial
figure is used to show this relationship. As shown in Fig.4, hypothesis regarding the effect of “CA15” on the
found that the number of malignant samples infected with CLASS.

diabetes is more than the number of non-diabetic samples. As
a result, this feature has an effect on the target feature.
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s when we investigate the linear correlations between the

0 =M features, we notice that the strongest liner relationships,
according scatter plot, were between “CA15” and “CEA” at
(89%), “GPT” with “GOT” at (40%), “Urea” with “Creatinine”

at (37%), and “PLT” with “LDH” at (30%) as shown in Fig.10.

Fig. 10. A scatter plot that shows the strongest relationship
between two features in the dataset

150 -

Fraquency

5. The separation between benign and malignant samples

We will examine the potential of the effect in greater depth using
the box plot, swarm plot, and T-test. In this analysis, only some
filtered features from Pearson correlation analysis were chosen,
their influence on the CLASS will be inspected, and their
separation of benign and malignant samples explained below:

Fig.7. Effect CAL5 in benign and malignant samples

e Likewise the “CEC” has an effect on the CLASS.
Because there is a clear distinction between benign and
malignant sample, illustrated in Fig.8, with values of the
benign sample ranging from 0.7 to 4.1 and values of the
malignant sample ranging from 5.5 to 11.

a. Fig.11 shows that the “CA15”, “CEA”, “Age”, “FBS”,
and” LDH”, have a clear separation of both benign and
malignant samples. While other features such as “UREA”,
“ALB”, and “GOT” has no clear separation. Moreover,

0 asss some features could not be examined against the CLASS
== y -y Lt

Ltmo_ gl < e ) “: et o

s I1TVTRERTIY b s
JATEEEhdd JENANRES -

&
=

Fig. 8. Effect CAL15 in benign and malignant
samples

4. Top 10 features by pearson correlation analysis

due to outliers.

Another experiment regarding the correlation with the target
CLASS and between the features each other is conducted.
Fig.9, shows the best 10 CLASS-correlated features in
descending order, where the yellow colors represents a positive
correlation and the blue color represent a negative correlation.
Using Pearson correlation analysis, “CA15” was the best
feature linked with CLASS, accounting for (52%), followed by
“CEA” (51%), “WBC” (28%), “PLT” (21%), and “ALB”
(20%) respectively. The “ALP” feature had the poorest
relationship with CLASS, with a rate of (0.09%). This result of
correlated features matches the SOC doctor's expectation. As
a result, the features that are highly connected with the target
will be chosen for further investigation and testing.

OSEE 052 loo|
cea J05Y 089 100|

WBC -fiLid]

CLASS CA15 CEA WBC PLT AB LDH ESR Age FBS ALP

Fig. 9. The best 10 CLASS-correlated features in
descending order
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Fig. 11. A box plot showing the ability of features to separate

b.  Moreover, aswarm plot to find the most relevant features
is further used. from Fig.12 the separation of benign and
malignant is clear in some features such as “CA15”,
“CEA”, “WBC”, “ESR”, “LDH”, “ALB”, “RBC”. On
the other hand, the separation is not clear in “CL”, “Na”,
“K”, and Sex compared to the rest of the features.

Sex Adress Age Urea Creatinin AB TCa
features

@r GoT P @15 CEA wBC
features

TABLE 2:

RBC HGB PLT ESR LDH Na K a
features.

Fig. 12. A swarm plot showing the features ability to
separate

Moreover, a T-test is conducted to show if there is a
difference between the observed features. Since the p-
value is greater than the critical level for the following
features: “Sex”, “Address”, “Urea”, “Creatinine, “T-Ca”,
“GPT”, “GOT”, “HGB”, “Na”, “K”, and “CL”. This
means that there is no difference between the average of
the benign and malignant categories, and so these
findings confirm the null hypothesis, which states that
there is no statistical significance of those features on the
CLASS. Otherwise, the rest of the features exhibit
statistical significance, indicating that they have an effect
on CLASS.

T-test values for the attributes of the dataset
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Features Statistic | p-value

population
Sex -1.02 0.30
Address -5.56 2.85
Age 5.83 412
FBS 5.06 4.35
Urea 394 8.24
Creatinine | 2.91 10.00
ALB 9.56 2.54
TCa -0.85 0.39
GPT 2.36 3.01
GOT 1.26 4.20
ALP 4.37 1.25
CA15 29.66 2.21 _e. As
CEA 29 55 2.63 descrlb_ed below,
WBC | 1387  [326 | according 0
HGB 8.72 0.00 predictive features
PLT 10.34 1.44 that have a link with
ESR 8.10 8.49 “CLASS”, based on
LDH 8.36 1.03 the above results:
Na 2.09 3.03 eMales have higher
k 060 154 “CA]S” and
CL 0.34 0.73 “CEA” levels in

malignant samples than females.
o Males who are older have a higher risk of acquiring
breast cancer, both benign and malignant.

e Similarly, males have higher levels of “ESR” in
benign samples than females, and females have
higher levels of “ESR” in malignant samples than
males.

e The “FBS” of malignant samples in males has no
effect on the aim feature, whereas the “FBS” of
malignant samples in females does.

o the level of “LDH” in males belonging to the benign
samples is lower than the normal range. Furthermore,
“PLT” is higher in females and males in malignant
samples than in benign samples.

ALB  Age CA15 CEA ESR FBS LDH PLT wWBC

CLASS  Sex
Femal 3.9 481 216 29 20,6 150.3 1684 2579 6.1
Benina
meal 3.8 501 185 23 687 300.00 1320 1692 6.0
Femal 5.0. 507 425 65 305 1711 2044 3176 8.6
Mealigent
meal 4.6 704 53T 78 253 1785 1940 2607 85

Fig. 13. The Pivot Table plot shows the average of the top 9
features relative to sex attribute and the CLASS

6. Distribution of patients on the Libya map
Fig.14 displays the distribution of BC on the Libyan map from 2015
to 2020 which was collected from SOC, with the Sebha region having
the most patients with (1246) samples, followed by Al Shati (399)
sample, Ubari (231) samples, and Marzouk (100) sample. Moreover,
the number of patients ranges between one and seventeen from other
Libya cities.

"oe@ o

|7 digay mlm

®
Ol ©) ® 9

Xucs dadlse

Fig. 14. determine the extent of the disease spread on the map of
Libya, according to the pioneers of the SCO.

Conclusion and Recommendations

The study makes an interesting contribution to finding the most
relevant predictive features of an early-stage breast cancer diagnosis.
The exploratory stage was applied and used for analyzing routine
blood data collected from SOC, such as biomarkers and tumor
markers of 2435 BC patients. The results demonstrated that “CA-
15.37, “CEA”, “WBC”, “PLT”, “ALB”, “LDH”, “ESR”, "Age”,
“FBS”, and “ALP” are the 10 most important biomarkers in
diagnosing BC, by using univariate, bivariate, and multivariate
analysis. In contrast, the t-test showed that some features such as
“sex”, “Address”, “Urea”, “Creatinine”, “TC-a”, “GPT”,” GOT”,”
HGB”, “N’”, “K”, and “CL” have no effect on the diagnosis.

Many questions remain unanswered at present, so further
investigations with more biomarkers and tumor markers, as well as
the application of feature selection algorithms to identify BC disease-
relevant markers and compare them with the results of this study, is
highly recommended.
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